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Abstract— Biomaterials based on hydroxyapatite (HAp) are 

often   studied   due   to   the   favorable   answer  presented  as   a 

substitute of bone tissue. However,  the mechanical  properties of 

this material have not been studied enough. In this work, we 

synthesized nanofibers of HAp through the microwave assisted 

hydrothermal method using Ca(NO3)2, K2(HPO4) and KOH as 

precursors. The nanofibers presented a preferential crystalline 

orientation in the [300]. Structural studies were performed using 

X-Ray  diffraction by powders,  morphology  and  microstructure 

were analyzed  by scanning  electron microscopy  and  high 

resolution    electron   microscopy.   Electron    microscopy 

micrographs were processed in order  to determine crystalline 

features  of the HAp nanocrystals. Finally, the organic  phase was 

added to the HAp and the compression tests were made to the 

composite,  obtaining,  as a result, a similar resistance to 

compression which has the trabecular bone. 

 
Keywords— Hydroxyapatite,  Mechanical  properties,  Modified 

Gel Casting Process 

 
I. INTRODUCTION (HEADING 1) 

It is well known that the HAp is a bioceramic that presents 
high biocompatibility as bone tissue replacement. HAp has 
been widely used as a bulk implant material in non-load 
bearing  areas  of  the  body  [4].  Due  to,  the  mechanical 
properties in the HAp composite materials present a low 
mechanical strength and brittle nature [6]. 

 

Different techniques have been tried to improve strength 
and fracture toughness of HAp such as making composites 
and using different morphologies of HAp as raw material of 
the   composite   like   nanopowders   [2],   whiskers   [12]   or 
nanorods [7]. But, mechanical properties of the composite of 
HAp oriented fibers have not been studied deep enough. 

 

One factor that must be considered is the porosity that 
plays an essential role in cell migration and adhesion, tissue 
formation,   mechanical   properties   and   nutrient   diffusion, 
among others [8]. Also, a key component in tissue engineering 
for bone regeneration is the scaffold generation, which should 
be used as a template for cell interactions and the formation of 
bone-extracellular matrix through its pores and thereby 
provides structural support to the newly formed tissue [λ]. 

 
 

Moreover,  other  factor  could  enhance  mechanical 
properties of HAp is decreasing the grain size of HAp [2]. 
With decreasing grain size, the fraction of the grain boundary 

phase is increased and thereby a greater amount of energy is 
absorbed during crack propagation through the grain 
boundaries of such fine grained microstructures 
(nanostructures) [11]. The decrease in the grain size from 1.5λ 
ȝm to 130 nm led to an increase in the fracture toughness from 
0.85 MPa m1/2 to 1.3 MPa m1/2 [11]. 
 

The aim of this work is to obtain a biomaterial with a 
resistance and mechanical properties similar to those exhibited 
by the bone tissue. In this work, the samples were analyzed by 
XRD, SEM and TEM to verify the morphology and the size of 
the fibers of HAp, then, those fibers were molded by the 
modified gel casting process and then, compression tests were 
performed.  The  mechanical  characterization  results  showed 
that the composite biomaterial possess a similar resistance 
under compression to that presented by the trabecular bone 
tissue. 

 
II. METHODOLOGY 

 

 
2.1  SYNTHESIS OF HAP 

 
For the synthesis of HAp nanofibers through microwave 

assisted hydrothermal method, the reacting mixtures were 

prepared in two steps. Initially, one solution made of glutamic 

acid [C5HλNO4∙H2O] (J.T. Baker FW 147.13) and calcium 

nitrate [Ca(NO3)2∙4H2O] (Sigma Ultra C4λ55) was prepared in 

deionized water. The two components were dissolved by 

mechanical agitation during 2 h at 60° C. 

 
Subsequently, other solution of monobasic potassium 

phosphate [KH2PO4] (Mallinckrodt Chemicals FW 136.0λ) and 

potassium hydroxide [KOH] (SIGMA-ALDRICH 221473) was 

mixed in deionized water and stirred during 20 minutes.  Then, 

both solutions were continued stirring for another 10 minutes 

[3]. 

 
Finally  this  reacting  mixture  was  spilled  inside  Teflon 

vessels which were closed immediately and placed within a 

microwave oven (Synthos 3000 by Anton Paar). The power 

used in the oven was 1200 W. All synthesis reactions were 

carried out at 170° C and 70 kPa and the synthesis reaction´s 

time was 45 minutes. 
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2.2  MODIFIED GEL CASTING PROCESS carbon painting and finally, the sample surfaces were coated 

 

 

 
In order to obtain small porous ceramic pieces from the 

HAp nanofibers useful to obtaining of the biomaterial, 

modified gelcasting process was carried out. In this process, 

some chemical substances were used as solvent, dispersants or 

cross linking agent. 

 
Ethanol was used as a solvent and the required amount of 

Polyvinyl butyral (PVB) (polymer) was added and then the 

solution was mixed by magnetic stirring. Furthermore, 

Polyethylene glycol (PEG) (dispersant) was melted and mixed 

with Polyacrylic acid (APA) (cross linking agent); then, both 

substances were incorporated to the mixture of Ethanol and 

PVB. 

 
In the other hand, the HAp nanofibers were mixed with 

oxalic acid (microporous generator) and the necessary amount 

of Poly(methyl methacrylate (PMMA) spheres (macroporous 

generator). Finally, the initial mixture of ethanol, PVB, PEG 

and APA was added carefully to the HAp mixture to form a 

viscous   paste   which   was   molded   and   dried   at   room 

temperature. Once the paste got dry, it was removed from the 

molds   and   then   sintered   by   a   conventional   oven   at   a 

temperature  of  1100°C  for  2  hours  with  a  heating  rate  of 

1°C/min. 

 
Due to the fact that, the combination of polymers and 

hydroxyapatite to produce bone tissue substitutes is a natural 

strategy, gelatin was used to generate a composite material in 

this work. The ceramic scaffolds obtained from the modified 

gelcasting process absorbed different solutions of gelatin in 

water, 5.7, 6, 6.6 % weight by capillarity to generate organic- 

inorganic composite material. 

 
2.3  X-RAY DIFFRACTION (XRD) 

 
In order to identify the crystalline phases contained in all 

amples, analyses by X-Ray diffraction by powder were 

performed using a D8 Advance diffractometer built by Bruker. 

The operation condition in the diffractometer were 35 kV and 

15 mA, with a CuKα radiation wavelength of Ȝ= 1.5406 Å. The 

measurements were made from 10° through λ0° on a 2θ scale 

with a step size of 0.05°. 

2.4  SCANNING ELECTRON MICROSCOPY (SEM) 

Observations of the morphology and microstructure of all 

materials were made using a scanning electron microscope Jeol 

JSM-63λ0  LV.  The  accelerating  voltage  used  in  the 

microscope was 20 kV and all the images were formed from 

secondary electrons. The sample was collected from the vessel 

by a pipette and separated from the solution. A small portion of 

the filtered solid was put on a sample holder and glued by a 

with a thin gold film deposited by sputtering. 

 
2.5  HIGH RESOLUTION TRANSMISSION ELECTRON 

MICROSCOPY (HRTEM) 

 
Morphology and microstructure were observed through a 

JEOL JEM-2100F using 120 kV as accelerating voltage. 

Conventional bright field and high resolution images were 

recorded. Moreover, most of the images were analysed using 

the software Digital Micrograph® designed by Gatan in order 

to analyse the HAp Crystal structure of nanofibers. Sample 

preparation was dried and then a little amount of material was 

put on a carbon-film copper grid of 3 mm of diameter. 

 
2.6  MECHANICAL TESTING 

 
All the composite biomaterial pieces obtained from the 

molding process were sanded up to obtain a cubic like shape 

with a size of 5x5x5 mm. Mechanical tests under compression 

were performed on all samples materials by means of a 

Zwick/Roell Tensile and Compression Testing Machine model 

Z005,  at  room  temperature  and  using  a  deformation  rate 

1mm/min. Five samples of each different formulation were 

proved. The only variation in the formulation of the composite 

biomaterial was de containing of gelatin in the water solution. 

The average values of the ultimate strength were tabulated. 
 
 

III. RESULTS AND DISCUSSION 
 

 
The diffractograms recorded from most of the samples 

synthesized by the microwave assisted hydrothermal method 

are similar to that shown in the figure 1. The crystal phase 

identification was made by comparison using the International 

Centre for Diffraction Data (ICDD) powder diffraction file 

(PDF) bank, and the presence of the crystal phases 88-11λλ 

corresponding to HAp was identified. 

 
In addition, the average crystallite size of the Hap 

nanocrystals were determined using the "EVA" software 

provided by Bruker, and a value of 64.15 nm was found. It is 

important to notice that the signals in the diffractogram are 

well defined and have low noise, indicating a highly 

crystallinity in the Hap samples [10]. 

 
The observation made by the scanning electron microscope 

showed the presence of Hap fibers with a clearly hexagonal 

cross section (Figure 2). It is necessary to remark that 

nanofibers  were  produced  only,  no  nanoplates  nor 

nanoparticles were observed as it was expected, and this found 

is desirable for the purposes of this study. 
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Figure 1. X-Ray diffractogram recorder from a HAp sample obtained 
by the microwave assisted hydrothermal method. 

 
 
 

 

 
 
 

Figure 2. SEM micrographs of the synthetic HAp. 
 
 

Using HRTEM, images of HAp nanofibers were recorded. 

In the figure 3 (left), it is possible to observe a line and dot 

pattern which was produced by the crystalline arrangement of 

HAp.  This arrangement was analyzed by Digital Micrograph® 

software designed by Gatan, and the interplanar distances in 

the HAp crystal structure were determined. The distances 

between the lines from top to bottom was 0.81 nm which 

corresponds to the interplanar distance of (100) and the lines in 

the direction from left to right are spaced 0.35 nm, and this is 

related to (002) interplanar distance. 

 
Then, a fast Fourier transform (FFT) was applied to the 

whole micrograph showed in the left side of figure 3, and the 
dot pattern produced is displayed in the right side of the same 
figure. The dot pattern is well defined, organized and possesses 
a symmetry two, which corresponds to the side planes (110) of 
the hexagonal crystal structure of HAP. The features of this dot 
pattern   also   confirm   a   high   crystallinity   in   the   HAp 
synthetized. 

 
Figure 3. HRTEM micrograph of a nanofiber HAp showing its 

crystalline structure (left). In the right side, a FFT applied to that 

image produced the dot pattern presented. 
 

 
The mechanical properties of a bone graft should be similar 

to those properties of bone-tissue receptors and thus adequately 
support load. These properties vary depending on the type of 
bone tissue. The maximum compressive strength effort is 
between 100 and 150  MPa for compact bone and between 2 
and 12 MPa for trabecular bone [5]. 
 
 

In Figure 4, the different stages of the material´s respond 

against the applied load are shown. In the zone “A” of this plot, 

the cell material supports the applied stress suffering an elastic 

deformation; after that in the area B, the material begins plastic 

deformation. In the point C is the maximum effort that supports 

the material and it also is the beginning of the collapse of the 

cells within the cellular structure; in the region D, the cellular 

collapse is remarkable and a densification in the material takes 

place [1]. 
 

In Figure 5, typical stress-strain curves under compression 
for composite biomaterials with three different contents of 
gelatin were shown. 
 

The ultimate strength had an increment associated to the 
increment of gelatin in the composite biomaterial, especially in 
the case of the biomaterial with 6.6 % by weight of gelatin. 
The  ultimate  strength  values  obtained  were  4.17,  4.82  and 
13.14 MPa for gelatin contents of 5.7, 6 and 6.6 % by weight 
respectively, these values are rather similar to those shown by 
the trabecular bone. 
 

In order to obtain a deeper understanding of the mechanical 
properties of the composite materials synthesized in this work, 
a reference material was also mechanically characterized and 
theirs ultimate strength values were compared. The reference 
material was made in a similar way than the composite 
biomaterials obtained here; the only difference is the use of 
HAp powders (particles) instead of HAp nanofibers. 
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In Table 1, the average ultimate strength values recorded 
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for the composite materials made of HAp particles (left) are 
compared to those average values obtained for composites 
materials made of HAp nanofibers (right). These results show a 
significant increment in the ultimate strength for the 
biomaterials made of HAp nanofibers, the morphology, 
preferential crystalline orientation and dimensions of fibers 
could be relevant factors to improve the mechanical properties 
of the biomaterials. The biomaterial made of nanofibers is able 
to support 3 times more load than that supported for the 
composite material made of HAp particles; in addition, the 
composite material with fibers containing 6.6% by weight of 
gelatin had a similar ultimate strength value than that shown 
for a composite material made of HAp particles with 14.λ % by 
weight of gelatin.  The interaction between organic phase and 
inorganic phase could be stronger for the biomaterials made of 
HAp nanofibers. 

 

 
 

 
 
 
 

Figure 4.Schematic representation of the different stages of a celluar 
material respond against the applied load. 
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Finally, it is also significant how the ultimate strength 

increase with the increment of the concentration of organic 

phase present in the composite material, a synergic mechanical 

behavior between the inorganic and organic phases can be 

occurring, and as aconsequence, it is possible to emphasize that 

in those biomaterials made of fibers, these nanostructures 

improve significantly the mechanical properties of the 

composite. 
 
 

IV. CONCLUSIONS 

20 
 

The  application  of  the  microwave  assisted  hydrothermal 
15  method combined with the use of the appropriate precursors 

can   produce   nanofibers   with   a   preferential   crystalline 
10  orientation in the [300], and the nanofiber can grow along the 

“c” direction. The synthesis method used in this work also 

5  proved to be a very efficient method saving time and energy. 
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Figure 5. Stress-strain plots of the composites biomaterials with 

different content of gelatin. 

 

 
 

Table 1- Comparative Ultimate Strength values for composite 

materials made of HAp particles (left) and HAp nanofibers (right). 

The use of the obtained HAp nanofibers in the modified gel 

casting method to produce porous ceramic, and the posterior 

addition of the organic phases made of gelatin generated 

composite materials which presented a relevant synergic 

increment of the mechanical properties. 

 
The maximum ultimate strength obtained in this work was 

13.14 MPa at a low concentration of organic phase. This value 

is closely similar to that observed for the trabecular bone which 

is between 2 and 20 MPa. Possibly, and additional increment 

of the organic phase content in the composite material can 

produce a higher resistance under compression, and this way 

try to reach the mechanical resistance observed in the compact 

bone, but this supposition will be proved in further 

investigations. 

 
The results obtained showed that the HAp nanofibers grown 

in  direction  "C"  has  a  favorable  effect  on  the  mechanical 
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properties of the composite materials due to their morphology, 

preferential crystalline orientation and dimensions. The 

composite materials obtained here have similar characteristics 

than those present in the natural bone tissue, for this reason, 

these materials can be considered as bone tissue replacement. 
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Abstract— Design drug carriers using nanotechnology agents 

proves to be an alternative to drug release at specific locations. 

One of the most influential events on the recognition of 

nanoparticles in the body is the formation of a layer of proteins 

from biological fluids, also called biocorona. In this paper, the 

synthesis of silica nanoparticles was performed and the 

functionalization was proposed to confer lipid bilayers as specific 

surface characteristics like biomimetic particles upon contact 

with blood plasma. Additionally molecular modeling of a 

nanoparticle fragment and its interaction with the aspartic acid 

as a representative molecule was calculated to gain insight in the 

mechanism of the biocorona formation.  

Keywords— Nanotechnology, Nanomedicine, Drug delivery, 

Functionalization, Molecular simulation. 

 

I. INTRODUCTION  

The progress of medicine has caused a revolution in the 
way we treat disease. A drug taken orally loses much of its 
effectiveness to be metabolized in the liver or digested by the 
digestive system, causing only a very small percentage of the 
compound reaches the affected area and produce its effect (1) 
area, because of this and the possibility of reaching virtually 
any therapeutic target, the intravenous route of administration 
is widely used. However, the distribution of the drug 
throughout the body from this pathway results in low 
therapeutic efficacy. The pharmaceutical solution is to supply 
large amounts of the drug, resulting in high costs and side 
effects for patients (1). 

 
Because of this problem in recent years has tried various 

disciplines to medicine and thus change the way we treat 
disease, among these disciplines is nanotechnology, which is a 
field of applied science devoted to the control and 
manipulation of materials at the level of atoms and molecules, 
corresponding to dimensions in the range 0.1 to 100 
nanometers, although some authors include scales of several 
hundred nanometers to less micron. On this scale, the material 
displays different characteristics and applications traditionally 
known. 

 
The application of nanotechnology to medicine has been 

called Nanomedicine, defined as the branch of nanotechnology 
that uses molecular tools, and knowledge of the human body, 
in order to preserve and improve health. The aim of this 
discipline is the bridge across these realms, biomolecular and 
physical, and take advantage of the unique capabilities of a 
kingdom for application in the other (2). 

 
In turn, one of the branches of Nanomedicine is that 

dedicated to the use of nanoparticles for pharmaceutical 
purposes; its use provides a 'nano delivery "authentic. Drug 
delivery based Nanotechnology aims to guide the supply of 
drugs in the right place at the right time, with the optimal dose. 
The delivery system of nanodrug improves the bioavailability 
of each drug, reducing the negative side effects (3). 

 
Great potential for this is the use of nanostructured 

materials, which have the advantage of having a size 
comparable to the cell,  with biological macromolecules and 
cellular organelles such as (4) structures. Therefore they turn 
out to be suitable for functionalization with biomolecules, 
generating biomimetic materials that promote specific 
interactions and biocompatibility characteristics have shown 
(5). Therefore, the study and development of nanoparticles and, 
in particular, of biomimetic nanoparticles offers the 
opportunity to generate efficient vehicles treating diseases 
whose therapy is currently limited. 

 
Nanotechnology has created new materials, one of which is 

interesting in this issue is the SBA-15. SBA-15 is a hexagonal 
mesoporous silica based on pores and with uniform 
distribution, and a pore diameter of between 5 and 15 nm. The 
wall thickness is approximately 3.1 nm 6.4. The large internal 
surface area is 400 to 900 m2 / g, which makes the SBA-15 a 
suitable material for various applications. (6) 

 
SBA-15 is synthesized in a self-assembly process in acidic 

conditions using the triblock copolymer Pluronic 123 
(EO20PO70EO20) as template and tetraethoxysilane (TEOS) 
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as silica source. After synthesis, the template can be removed 
by calcination. (7) 

 
This paper aims to assess how the functionalization of the 

surface of mesoporous silica nanoparticles (SINP) to obtain a 
biomimetic envelope influences the adhesion of human blood 
serum proteins on the nanoparticles. Besides modeling a pore 
of IPNS and its interaction with some components of human 
albumin it is presented. 

 
 

A. Biocompatibility and evidence of use of silica particles 

 
Mesoporous silicate particles micro and nano systems are 

considered potential drug administration because their 
structures ordered pores, large areas and the ease with which 
they can be chemically modified (8). 

 
    Few studies have been reported cytotoxicity or 

biocompatibility, especially when administered in amounts 
necessary silicates to deliver drugs of low power. 

 
    After subcutaneous injection in rats silicate, the amount 

of residual material progressively decreased for three months 
with good biocompatibility in histology at all time points. By 
contrast, peritoneal and intra intra venous injections in mice 
resulted in the death or euthanasia. No toxicity was seen with 
subcutaneous injection of the same particles in mice. 
Microscopic analysis of lung tissue of mice indicates that death 
may be due to thrombosis. Although the local tissue reaction 
was mesoporous silicates benign, they caused severe systemic 
toxicity. This toxicity can be mitigated by modifying materials 
(9). 

 
 

II ENVIRONMENT NANOPARTICLES WITHIN AN 
ORGANISM 

 

B. molecules within organisms 

In our bodies there is a huge number and variety of 
molecules. Proteins are some of these molecules, which 
correspond to biological polymers, or biopolymers synthesized 
inside the cell (10, 11). 

 
Proteins are the most versatile molecules of living beings 

(12) and play crucial roles in virtually all biological processes. 
 
Like all polymer, proteins are composed of large molar 

mass, molar weights ranging from thousands to hundreds of 
thousands of grams and are composed of many repeating units, 
and their physical properties are very different from the 
common small molecules ( 13). 

 
The structural units of proteins are amino acids, which is a 

compound containing at least one amino group (-NH2) and a 

carboxyl group (-COOH), united in a linear sequence by a 
specific type of covalent bond, the peptide bond (Fig. 1). 

  
The proteins of the human body consist of 20 different 

amino acids, characterized by having the amino group in alpha 
position of the acid group; in all the carbon α (alpha) is 
asymmetrical and is bonded to four different groups: the 
carboxyl group, amino group, a group R and a hydrogen atom 
(14). 

 
By peptide bond amino acids form linear polymer chains, 

which vary by their structures in R (Fig. 1) groups. 
 
 
 
 
 
 
Fig. 1. Peptides are unions of amino acids through a peptide bond (marked 

red). 

 
 
Primary, or linear sequence of a protein commonly contain 

100 or more amino acid residues (10). 
 
 

C. Interactions between nanoparticles and biological fluids 

 
An important aspect to consider in the internalization of a 

particle within an organism is the existence of the innate 
immune system, which easily recognizes and destroys foreign 
material that enters the body's circulation. In the absence of 
camouflage, the nanoparticles interact with the blood proteins, 
thus increase the recognition and degradation by the 
mononuclear phagocyte system (MPS), which drastically 
reduces the lifetime of the nanoparticle (15).   

 

 
 

Fig. 2. Noncovalent interactions between a protein and functional groups of 
nanoparticles. 

 
Another aspect of great importance to consider the 

interaction of a particle within the human body is its surface, as 
one of the events that influence this interaction is the adhesion 
of proteins present in the blood of the nanoparticles (Figure 3). 

7



It is known that, depending on the surface characteristics, 
different types and amounts of protein could remain in a 
particle, forming a "crown protein" also called "biocorona" 
(16), where dynamic interactions are observed due to that 
biological environments are transient and not homogeneous. 
Such interactions may be key in modulating the biodistribution, 
elimination of immune responses and metabolism of 
nanomaterials (NM). In this context, it is proposed that the 
nature of the NM influence on nonspecific interactions with 
biological components, expected in the future to regulate such 
interactions as pharmaceutical interests (17). 

 
For still unknown NM thoroughly the impact these can 

have on health, because their interaction with biological 
systems is very complex because of the large number of 
interactions with biomolecules and cells (Figure 2). To 
understand the relationship between the physical and chemical 
properties of NM and in vivo behavior, help in interpreting 
their biological behavior and so achieve selective delivery (18). 

 

D. Selection of nanoparticles for this study 

One attraction Nanomedicine systems is to use a recent 
materials development like the silica nanoparticles, which have 
a storage capacity of materials (or drugs); One advantage of 
these nanoparticles is to modify its surface properties easily 
and adapted to transport molecules of various nature. 

 

                    
 
 

Fig. 3. Schematic representation of the crown of proteins, or crown, which is 
deposited on a nanoparticle in contact with biological fluids. Different proteins 
(represented as polygons of different color) are adhered by non-covalent bonds 
to the nanoparticles and can influence the evolution thereof in an organism. 
(50). 

 
In this project the synthesis of nanoparticles with high 

biocompatibility proposed by functionalization of these with a 
lipid bilayer. Thus, the phospholipid bilayer membrane 
mimetizará a biological interacting with any other cells vesicle. 

  
The use of lipids on silica surfaces has been shown for 

more than a decade in an attempt to emulate the coating 
biomimetically lipid cell membranes and improve 
biocompatibility of SiNPs (19). This lipid bilayer may have 
structural differences in their components, it may be formed of 
neutral lipids or lipid electrically charged. 

 

Also the composition of lipids determines the molecules are 
more or less nonpolar or amphiphilic degree, and possesses the 
property of solubility (20). 

 
In Figure 4 the arrangement is shown of amphiphilic lipids 

in an aqueous medium. 
 

 
 

Fig. 4. Lipid in aqueous medium: a) amphipathic, b) a micelle cross section, c) 
cross-section of a lipid bilayer, d) cross-section of a liposome. 

 
The use of lipids to functionalize the particles can be 

accomplished using liposomes which are composed of a lipid 
bilayer vesicles surrounding an internal aqueous compartment 
(Fig. 4) (21). The size of these nearly spherical lipid vesicles 
can range from a few nanometers to several micrometers. 
However, liposomes are applied to medical use range between 
50 and 450 nm (22). 

 
The mechanism and the extent of interaction of cells and 

liposomes are strongly influenced by the nature and density of 
the surface charge of the liposomes. Liposomes may include 
components that give them a positive or neutral charged overall 
negative charge. Neutral liposomes do not interact significantly 
with the cells, and this allows the drug release from liposomes 
in the extracellular space. An electrostatic surface charge could 
promote interaction of liposomes with cells (22). 

 
 

II. TOOLS FOR ANALYSIS OF NANOPARTICLES 

A. Structure and size 

 
Technique of dynamic light scattering (DLS): with which 

the particle size distribution is obtained. A sample is irradiated 
with a laser beam light of wavelength Ȝ0. Brownian motion of 
particles in suspension causes temporary fluctuations in the 
intensity of scattered light, Iθr (t), a measurement angle, θr. 

 
 The particles are in constant Brownian motion (constantly 

changing their positions). The scattered electric field (which 
depends on the position) is constantly changing, then the light 
intensity fluctuates in time. 
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Fluctuations in light intensity are inversely proportional to 
translational diffusion coefficient of the particles (with small 
particles moving faster than larger particles). Fluctuations are 
more frequently for smaller particles move quickly. 

 
Currently, DLS allows the characterization of many 

colloidal systems in the approximate range of 1 nm to 5 
microns, including latex (23). 

 
 

B. Functional Groups 

 

Raman spectroscopy: photonics technique is a high 
resolution (with wavenumber of 80-3500 cm-1) used for the 
study of the vibration modes, rotational and other low 
frequency in a system. It is based on impinging a beam of 
monochromatic light frequency Vo of the sample. 

 
Most of the scattered light shows the same frequency as the 

incident light, but a very small fraction shows a change in 
frequency due to the interaction of light with matter. 

 
The information can be obtained from a Raman spectrum is 

the frequency difference (energy) characteristic for each 
vibrational mode and this speaks of the links of the molecule 
(24). 

 
 

III. PROTEIN ANALYSIS TOOLS 

A. Protein quantification 

 

The methods of protein quantification are based on 
colorimetric reactions. A common method is the Bradford 
assay, consisting in quantifying the binding of a dye, 
Coomassie Blue G-250, protein, comparing this binding with 
different amounts of a standard protein (Bovine Serum 
Albumin (BSA). the quantification is done by measuring the 
absorbance in a spectrophotometer and plotting the absorbance 
vs protein concentration, obtaining a calibration curve of the 
standard protein. this calibration curve can be interpolated 
protein concentration in a sample by measuring absorbance. the 
procedure is very fast and the time for trial is not limiting (25). 

 

B. Polyacrylamide gel electrophoresis (PAGE, for its 

acronym in English, polyacrilamide gel electrophoresis) 

 
The proteins have a net electrical charge if they are in a 

medium having a different pH of its isoelectric point and 
therefore have the property to move when subjected to an 
electric field. The migration speed is proportional to the ratio 
between the charges of the protein, its mass and shape. The 
higher charge per unit mass is faster migration. 

 

An important advantage of polyacrylamide gels is that they 
are chemically inert, clear and stable in a wide range of pHs, 
temperature and ionic strength (26). 

 
 

IV. METHODOLOGY 

A.  Experimental Methodology 

a) Synthesis of nanoparticle 

The mesoporous silica SBA-15 is synthesized by the sol-
gel process and following the method proposed by Zhao et al 
procedure. (1998a) and Flodström and Alfredsson (2003), 
where a neutral surfactant used as structure directing, Pluronic 
P123. 

 
The P123 is dissolved in a 4M hydrochloric acid solution 

(75 mL) and distilled water (112.5 mL) with constant stirring at 
35 ° C. Once completely dissolved the P123, the Sol-Gel 
process begins by adding the precursor of silica, TEOS (11 
mL). The reaction is performed for 24 hours at 35 ° C with 
constant stirring. 

 
After this time the ripening process is effected by placing 

the gel obtained in a polypropylene container, stoppered and 
placed in muffle for 24 hours at 80 ° C (without shaking). 

 
Upon completion allowed to cool and the solid was 

recovered by filtration. It is dried at room temperature and 
subsequently at 110 ° C for 18 hours at a heating rate of 2 ° C / 
min. 

 
Finally calcined at 500 ° C for 4 hours at a heating speed of 

1 ° C / min. 
 
 

b)  Blood Plasma 

Blood sample (100 mL) of 12 healthy volunteer donors was 
obtained by 158vsp vacutainer tubes with heparin sodium as 
anticoagulant. 

 
Fluids are passed centrifuge tubes 50 mL conical 

polypropylene had 17x120mm style). 
 
The samples were centrifuged with a centrifugal Hermle 

Z230A, for 10 min at 1500rpm, filtered through 0.22 um 
membrane pore, and stored under sterile conditions. 

 
The amount of protein in plasma was quantified by the 

Bradford method, and an amount of protein 29.8ȝg / .mu.l 
plasma was found. 

 
 

c) Preparation of protein extraction solution 

A solution of sodium dodecyl sulfate (catalog # 436143-
100G) 2% with 100mM Dithiotheitol (catalog # D0632 Sigma 
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Aldrich, MW 15,425 gr7mol) (Philip ET AL 2015) was 
performed. 

 
 

d) Incubation of nanoparticles in blood plasma. 

Were centrifuged at 13000g plasma for 3 min. In a culture 
plate with 24 wells (Nunc Thermo) 500 .mu.l of a suspension 
of silica nanoparticles to 2 mg / ml in PBS per well they were 
deposited; immediately, the nanoparticles were exposed to 
plasma (500 ul of plasma centrifuge) for 24 h at 37 ° C. 
Incubations were prepared with PBS as controls. This 
procedure was performed under sterile conditions using 
autoclaved and handled in a biosafety cabinet material. 

 
 

e) Analysis of the biocorona to nanoparticles 

Following incubation with plasma, nanoparticles were 
recovered by centrifugation in an Eppendorf tube of 1.5 ml. 
The pellet was incubated with protein extraction solution to 
remove proteins incubation medium, the nanoparticles were 
washed three times with PBS, eliminating washed by 
centrifugation at 2500rpm for 5 minutes. Nanoparticles were 
stored suspended in 500 ul PBS at 4 ° C. 

 
To remove proteins, the nanoparticles were centrifuged to 

remove PBS and incubated in 500 .mu.l of extraction solution 
protein in water bath at 70 ° C for 1 hour. Then, the supernatant 
proteins for further analysis recovered. 

 
 

f) Quantification of proteins biocorona by 

bicinchoninic acid assay (BCA). 

Extract proteins biocorona analyzed by the test of BCA, 
which is based on the quantitative reduction in alkaline Cu (II) 
to Cu (I) by the protein, and the coupled reaction of BCA 
becomes the Cu (I) complex having a purple an absorption 
maximum at 562 nm. 

 

B. Methodology Theoretical 

Using the software package Gaussian 09 (27) representative 
for the nanostructured material of the SBA-15, wherein the 
semiempirical method PM6 was used first model was 
constructed leaving free interacting molecule and neighboring 
her region model SBA-15. The solvent effect is taken into 
account by the continuous polarization model, taking water as 
solvent. Once the geometry of complex reoptimizó the model 
to a more accurate level of theory to account for electron 
correlation using the functional BLYP with the base 6-31-G 
(d). 

 
 

V. RESULTS AND DISCUSSION 

A. Characterizations of the SBA-15 

Synthesis of mesoporous silica nanoparticles SBA-15 was 
made by the sol-gel method and proceeded to characterization 
by transmission electron microscopy (TEM) In this analysis 
can be seen the porosity of the particles. (Figure 6). 

 

 
Fig. 5. Characterization of SBA-15 by TEM 

 
A more detailed approach to the sample can be seen in 

Figure 6 in which the micrograph obtained with Scanning 
Electron Microscopy (SEM) is shown. In this micrograph you 
can best observe its morphology and porosity of the SBA-15, 
showing a hexagonal array with high porosity. As also can be 
appreciated the short particle size of about 400 nm 
wide.

 
Fig. 6. Characterization of SBA-15 by SEM, approach 
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Fig. 7. Characterization of SBA-15 by SEM 

 

 
The textural properties of the mesoporous silica material 

SBA-15 were determined by isothermal adsorption-desorption 
of N 2 at 77 K (Figure 8). The pore size distribution of the 
mesoporous silica material SBA-15 was calculated with the 
isotherm data dropout by B.J.H. method (Figure 9). The 
specific area of the sample was calculated according to the 
equation B.E.T. (Brunauer-Emmet-Teller). The total pore 
volume was estimated from the amount of nitrogen adsorbed 
at relative pressure of 0.98. 

 
 

 
 

Fig. 8. Isotherm adsorption-desorption SBA-15 

 
 
 

 
 

Fig. 9. Pore size distribution of SBA-15 
 

 
 
From these analyzes it can be concluded that the textural 

properties of the synthesized SBA-15 are: surface area = 
1267.162 m2/g, pore volume = 1.269 cm3/g and pore diameter 
= 4.881 nm. 

 
 

B. Analysis of plasma protein 

 
The plasma obtained was subjected to protein analysis by 

the method of Bradford (28), which consists of the 
colorimetric change of Coomassie blue protein contact. In 
Figure 10 a standard curve of bovine serum albumin 
colorimetric shown by the Bradford method. Colorimetric data 
interpolating plasma samples on this curve, it was found that 
the amount of protein was 35 microgram/µl plasma for men 
and for women 29.8 mg protein/µl plasma. 

 

 
Fig. 10. Colorimetric reaction bovine serum albumin (BSA) with the Bradford 
reagent. 
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C. Analysis of SINP exposed to blood plasma 

 

Adhering the IPNS proteins they were extracted with 
anionic detergent (dodecyl sodium sulfate) and a nonionic 
detergent (or dithiothreitol DTT). By the presence of these 
detergents, the Bradford method for protein quantitation could 
not be used, and the determination of proteins with 
Bicinchoninate (BCA) method was perfomed. According to 
preliminary analysis, the IPNS incubated with plasma 
containing a significant presence of adhered proteins (260mg / 
ml), while protein signal was detected in control samples, 
incubated with PBS. Currently conditions are standardized to 
analyze the protein profile of the biocorona by polyacrylamide 
gel electrophoresis. 

 

D. Analysis of SBA-15 with biocorona 

 

One of the methods used to demonstrate the presence of 
the nanoparticles was biocorona on thermogravimetric 
analysis. The sample analyzed by this technique was 
incubanda SBA-15 for 24 hours in human blood plasma. 

 
In Figure 11, the graph of decomposition analysis shows 

the above, in which one can observe two distribution lines 
shown. The first line in red apare relates to SBA-15, which 
has been described as thermally stable than the REF protein. 
The second line, which is black, is referred to the protein that 
is known to be less thermally stable than the SBA-15, put 
another way, the graph shows the presence of an additional 
material to silica, which decreases percentage in function of 
temperature (black line). So we can conclude that the 
registration of two lines in the decomposition analysis 
indicates that there are two materials of different nature. 

 
 In Figure 12, the graph corresponds to the derivative of 

the curve of this gravimetric analysis generating differential 
thermal analysis (DTG) is shown, this analysis indicates 
accurately the temperature at which the material covering the 
SBA-15 It decomposes, which was 50.1 ° C. This result 
indicates that the material adhered to the SBA-15 does contain 
unstable molecules at temperatures of 50 ° C, consistent with a 
protein structure. 

 
So far, analysis of the size and morphology of SINP 

exposed to plasma is pending, by dynamic light scattering 
(DLS, for its acronym in English dynamic light scattering) and 
transmission electron microscopy (TEM), and the presence of 
groups functional protein by FTIR spectroscopy. 

 
Finally, the IPNS be prepared with modified through lipid 

bilayers surface, and the same tests to be carried biocorona 
analysis. 

 
Fig. 11. TGD graph shows the SBA-15 incubated in plasma. 
 
 

 

 
 

Fig. 12. DTG graph shows the SBA-15 incubated in plasma. 
 

 
 

E. Simulation of interaction SINP - proteins. 

 
 The quantum mechanical study proposing a representative 

model for the mesoporous material, SINP is performed. In 
Figure 13, the structure is presented for a complete pore SINP, 
giving such a hex representation and as observed in the 
experimental micrographs. Since the size and number of 
atoms involved in a channel is very large, for the quantum 
model taken alone a representative section of pore IPNS-14If, 
as shown in Figure 14. The size simulated pore was 6 nm and 
is used for modeling the IPNS. The level of theory used to 
study quantum mechanical PM6 for optimizing the geometries 
and subsequently re optimizes the BLYP / 6-31G level (d). 
Once it built and optimized the representative model of the 
SBA-15, hereinafter IPNS-14If, we proceeded to give 
interacting molecule aspartic acid, in order to functionalize the 
IPNS-14If, it is placed in both the inside and outside the 
representative model of the pore. The study is done under 
vacuum and taking into account the effect of solvent. (water). 
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Fig. 13. Geometric representation of a semi channel SBA-15. 

 
 

 

 
Fig. 14. Pore representation SBA-15 and its interaction with a molecule of 
aspartic acid. 
 

 
The results show that the study is done under vacuum and 

taking into account the effect of solvent (water). 
 
 
 

VI. CONCLUSIONS 

 
In this paper the experimental characterization and simulation 
of the formation of the crown of proteins by exposing silica 
nanoparticles with human plasma were obtained.  
 
The tests carried out show the strong interaction of silica 
nanoparticles unfunctionalized with human plasma proteins.  
 
 It is observed that the proteins are adhered to the SBA-15 
particle by BCA method and 260mg / ml was quantified and 
verified with the DTG analysis. The quantum chemical results 
showed that the aspartic acid is linked to the surface model 
depending of the enviromental, i. e., if water is prensent in the 
medium or not. The preferential interaction is giving 
depending of the electronic structure of the molecule, when 
the solvent effect is taken into account the molecule interacts 
with the interior part of the pore, while in vacum conditions 
the molecule prefers interact outside of the pore.  
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Abstract— In recent years earth has suffered significant 

changes in average temperature, the records indicate that it 

has increased 0.8°C since 1880, causing a phenomenon known 

as global warming. This paper aims to present part of an 

investigation which analyzes the impacts of the climate change 

on the elements of the road infrastructure. The increased 

frequency and intensity of extreme weather events is a main 

issue for climate change adaptation. This paper considers the 

risks to existing transport infrastructure and the resulting 

considerations necessary in planning and designing of new 

infrastructure. 

Keywords— Climate change; road infrastructure; 

adaptation; impacts. 

I. INTRODUCTION 

Climate change is the set of large and rapid disruptions 
caused by rising of global temperature at the planet and it is 
the most important effect that global warming has generated 
on our planet. Climate change will affect transportation 
primarily through increases in several types of weather and 
climate extremes, such as very hot days; intense precipitation 
events; intense hurricanes; drought; and rising sea levels, 
coupled with storm surges and land subsidence. The impacts 
will vary by mode of transportation and region, but they will 
be widespread and costly in both human and economic terms 
and will require significant changes in the planning, design, 
construction, operation, and maintenance of transportation 
systems [1]. 

In Mexico the most used transport infrastructure is the 
road network due to its length of approximately 374,000 km 
of roads and the connectivity that this allow to reach to 
almost all the cities of the country, however most of them do 
not have resilient elements to resist the conditions presented 
by climate change.  

Adaptation options in the sector can generally be divided 
into engineering options as subsurface conditions, material 
specifications, cross section and standard dimensions, 
drainage and erosion, and protective engineering structures, 
and non-engineering options as maintenance planning and 
early warning, alignment and master planning and land use 
planning, among others. Likewise, it is important to 
recognize that in a number of circumstances, a “do nothing” 

response to climate change—for example, allowing an 
infrastructure to deteriorate and be decommissioned instead 
of climate proofing the infrastructure—may be a preferred 
course of action. 

Adaptation can be defined as the ability of a system to 
adjust to climate change to contain potential damages and 
take advantage of opportunities or be resilient to future 
consequences. Reference [2] defines resilience science as the 
simple premise that change is inevitable and that attempts to 
resist or control it in any strict sense are doomed to failure.  

Adaptation should be linked to initiatives for disaster risk 
reduction and management. It is easier to introduce and 
consider climate impacts at the planning stage rather than 
after the system is complete [3]. 

Due to the effects of the climate change is very important 
to realize the analysis of the impact of the phenomenons 
produced by the global warming and the effects of these on 
the components of the road infrastructure to design resilient 
infrastructure. 

According to studies by [4] and [5] the evaluation of the 
impacts of climate change on road infrastructure had focuses 
mainly on traffic accidents related to the weather, likewise, 
[6] argue that climate change poses a threat to the existing 
and future road infrastructure, including high costs of 
adaptation, maintenance and possible negative impacts on 
traffic and mention that the basis for considering climate 
change impacts on road infrastructure is well established , 
however , quantification of these results in monetary terms or 
in a time scale receive less attention. Even though, there are 
several tools to increase pavement management, prioritize 
investment and help build adaptive capacity in agencies or 
ministries of transport, as well as tools to monitor the effects 
of climate change. None of these is designed to link these 
changes to impacts on the built environment. 

The complex and multifaceted impacts in the transport 
sector will require the prioritization of resources. Because of 
the uncertainties associated with the magnitude and duration 
of the effects of climate change, it is important to implement 
policies and plans that address both current and predicted 
vulnerabilities 
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II. IMPACTS OF THE CLIMATE CHANGE ON ROAD 

INFRASTRUCTURE  

The project level is particularly critical for the 
consideration of climate change risks and for incorporating 
suitable adaptation measures. Infrastructure projects, which 
are critical for economic development, could be particularly 
sensitive owing to their long lifetimes during which many 
impacts of climate change may become progressively more 
and more significant. A project may also affect the 
vulnerability of natural and human systems to climate change 
and could therefore lead to maladaptation. For all these 
reasons, there has been considerable effort by development 
co-operation agencies and national governments to develop 
methodologies and tools to screen projects for climate 
change risks. These tools, however, have largely been stand-
alone initiatives and their application within actual project 
settings remains quite limited [7]. 

The impact of climate change upon the road network and 
road pavement will indirectly affect the location of human 
settlements and associated activities. For example, the road 
network is not only essential for the interconnection and 
movement of goods amongst major urban and regional 
centres but also critical to stimulating and sustaining their 
industrial development and economy. At an urban scale, it 
sustains the lifeline’ of communities by enabling the supply 
of food, water and other critical services. The road network 
also plays an important role during extreme events or 
disasters by providing evacuation routes and communication 
channels between communities. Therefore, it is important 
that the planning and delivery of the road network should 
consider the potential impact of climate change. 

Climate change impacts on the road network demand a 
re-think about how roads are designed, constructed and 
maintained, particularly due to potential effects on road 
pavement. For example, changes in average rainfall, 
temperature and evaporation patterns can alter the moisture 
balances in the pavement foundation. Further, the rise in the 
water table due to rising sea level can lead to the reduction of 
the structural strength of the pavement. Additionally, a rise in 
air temperature can accelerate the ageing of road surfacing 
bitumen layers. Consequently, climate change is likely to 
have impacts on the pavement performance and influence the 
rate of pavement deterioration. Nevertheless, given that the 
lifetime of some transportation infrastructure such as road 
pavement is relatively short (e.g. 10-20 years), there is 
considerable scope for the sector to adapt to climate change 
impacts as they emerge [8]. 

A. Changes in precipitation 

Decreased precipitation, has the potential to result in 
increased ground movement, changes in the watertable and 
associated increases in the salinity of soils. The combination 
of these changes has the potential to accelerate the 
degradation of materials, structures, reinforcement and 
foundations, reduce the life expectancy of the transport 
infrastructure, increase maintenance costs and may 
eventually contribute to structural failure when stressed by 
extreme climate events. Significant flood damage to road, 

rail, bridge and tunnel infrastructure may result from the 
increased frequency and intensity of extreme rainfall events. 
The magnitude and frequency of floods also plays an 
important role in the design and planning of transport 
infrastructure. The short term impacts of precipitation 
changes relate to pavement and drainage design, foundation 
conditions, the approach used to estimate the design flood 
and the development of targeted maintenance schemes. 
Longer term impacts may require changes in culvert design 
and the design and materials specifications of road subgrade 
[9]. 

Changing precipitation intensity may affect the drainage 
performance of the bridge deck or approaches in such a way 
that traffic safety is impacted, and different design standards 
or related factors of safety may be needed to account for such 
changes during the design process. 

B. Changes in temperature 

Reference [10] asseverate that global climate change is 
projected to bring warmer temperatures and changes in the 
seasonality of precipitation. These changes are projected to 
lead to increased extreme high temperatures and decreased 
the extreme low temperatures, wetter conditions in winter, 
spring, and fall, and drier summers. 

Temperature extremes increase the expansion stress and 
movement experienced on steel bridges and rail tracks, and 
also cause the expansion of concrete joints, protective 
cladding, coatings and sealants on bridges. Higher 
temperatures combined with increased solar radiation may 
reduce the life of asphalt road surfaces through an increase in 
the embrittlement of the surface chip. Embrittlement causes 
surface cracks to form such that water can infiltrate the road 
surface resulting in potholes and rapid loss of surface 
condition. Increased maintenance would be necessary to 
manage this phenomenon. High temperatures also result in 
the softening of asphalt and may lead to traffic related 
rutting. Pavements can also buckle under extreme 
temperatures. Temperature extremes and the general 
warming of the climate may also limit the undertaking of 
maintenance and construction activities due to heat stress 
conditions for workers. The increased number of hot days is 
expected to have minimal impact on pavement or structural 
design in the short term (30 to 40 years); however, a 
significant change would be required long term (40 to 100 
years) in pavement and structural design, the substitution of 
materials, and a higher level of maintenance service 10]. 

Research should be undertaken to identify climate related 
thresholds that may lead to a significant increase in 
infrastructure deterioration; for example, temperature 
thresholds for pavement degradation will signal appropriate 
decision points to implement higher standards for new 
projects or reassessment of vulnerable infrastructure. The 
creation of thresholds allows for efficient allocation of 
resources given the wide range of possible climate scenarios 
[11]. 
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TABLE I.  IMPACTS OF CLIMATE CHANGE ON ROAD INFRASTRUCTURE. 

Climatic event Impact to Infrastructure Vulnerable infrastructure Possible adaptation measures 

Temperature 

Increased extreme 

maximum 

temperature 

- Premature deterioration of infrastructure; 

- Damage to paved roads from rutting, 

buckling, and raveling;  

- Bridges stressed by thermal expansion and 

movement; 

Pavements; bridges and 

slopes. 

Use of rigid pavements, materials 

treatments to reduce heat absorption. 

Corrosion protection on bridges.  

Planting vegetation to reduce heat 

exposure of the roads.  

Build infrastructure such as parks, to 

reduce exposure. 

High thermal 

gradients 
-Contraction and expansion of pavements Pavements Using special asphalts, PG grade. 

Precipitation 

Greater seasonal 

precipitation 

variation 

-Increases the risk of landslides, slope 

failures, and run-off caused floods; 

- Increased soil moisture levels may lead to 

loss of structural foundation integrity of 

roads, bridges, and tunnels; 

Slopes;  

embankments; pavements 

and drainage culverts. 

 

Flood estimation, designing with higher 

return periods. 

Increased intense 

precipitation and 

storm events 

- Greatly increased risk of fluvial erosion 

embankment deterioration; 

- Increased rate of bridge scour or 

aggregation; 

- Greater likelihood of exceeding culvert 

capacity; 

- Signs and bridges stressed by increased 

wind;. 

Embankments; pavements, 

bridges, signs and drainage 

culverts. 

 

Drainage design with increased hydraulic 

capacity, including adjustments in size, 

shape and slope. 

Source: Elaboration from [11] and [12]. 

III. DEVELOPMENT 

According to the inventory system of effects of disasters 
(DesInventar) of the OSSO Corporation in Colombia, 
phenomena such as sliding, hurricane, flood, rain, tide, 
heatwave, drought, mainly, from 1970 to 2013 were recorded 
around of 9950 events across the country, causing damage to 
different sectors. This type of environmental phenomena has 
increased the vulnerability of transport infrastructure, 
producing in it impacts such as flooding of the road, 
landslides and slopes and embankments, damaged bridges 
and drainage work , flaws in the paving and other structures, 
as road accidents. 

So increasing adaptation actions on the road 
infrastructure, has become today an absolute necessity when 
it refers to the geometric design of the roads and its 
components. 

A. The database 

The use of a database to obtain information about the 
effects caused by various natural phenomena will be critical 
in carrying out this research, whence we will make use of the 
virtual platform "DesInventar" which is a conceptual and 
methodological tool of public access that has information 
from losses, damages or effects caused by emergencies or 
disasters, providing information of disasters from a local 
spatial scale, providing reliable tools for the analysis of 
weather events and their effects on roads. 

This database comes to mid 90's due to the need for 
systematic information on the occurrence of daily disasters 
of small and medium impact in Latin America and the 
Andean sub region.  

 

 

Since 1994 began the building of a common conceptual 
and methodological framework by groups of researchers, 
academics and institutional actors, grouped in the Network 
for Social Studies on Disaster Prevention in Latin America, 
who conceived an acquisition system, query and display of 
information on disasters of small, medium and large impacts, 
based on existing data, newspaper sources and reports from 
institutions in nine countries in Latin America [13]. 

B. Cause and effect diagrams 

According [14] the cause and effect diagram is a diagram 
in which the relationship between an event and its origin or 
causes factors is presented. It is the graphic representation of 
each and every one of the possible causes of an event and 
can be represented by this diagram any kind of problem. 

Once you have made this diagram it represents orderly 
and completely all possible causes that influence in a 
problem and provides the basis for start searching for the real 
causes, namely, the real analysis cause - effect. 

This analysis is the process of defining precisely the 
effect to be studied, and through the representation of the 
situation by building diagram allows an analysis of the 
causes that influence the effect studied. 

This tool will build for each weather event, the effect that 
it will have on infrastructure, identifying the impact of 
climate change and its direct adaptation measure. 
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Evento climático

Infraestructura 1

Infraestructura 2

Infraestructura 3

Efecto

Efecto

Efecto

Impacto del C.C. 1

Impacto del C.C. 2

Impacto del C.C. 1

Impacto del C.C. 2

Impacto del C.C. 1

Impacto del C.C. 2

Medida de adaptación

Medida de adaptación

Medida de adaptación

Medida de adaptación

Medida de adaptación

Medida de adaptación

 

Figure 1. - Diagram Cause and Effect

C. Interrelationships diagrams 

Reference [15] mention that a diagram of 
interrelationships allows to extract overriding ideas and 
develop logical relationships between categories. 

It is an instrument used to explore and identify 
relationships of the existing causes between different 
elements, being specially focused for cases that aim to 
identify complex relationships of cause and effect. Its use is 
appropriate for the resolution of complex cases with lots of 
relationships or a large number of causes. 

Figure 2. – Interrelationships diagram 

D. Delphi method 

The Delphi method is a structured communication 
method, originally developed as a systematic, interactive 
forecasting method which relies on a panel of experts [16].  

The specialists answer questionnaires in a serie of rounds. 
After each round, a organizer [17] provides an anonymous 
summary of the experts’ forecasts from the previous round as 
well as the reasons they provided for their verdicts. Thus, 
experts are encouraged to revise their earlier answers in light 
of the replies of other members of their panel. It is believed 
that during this process the range of the answers will 
decrease and the group will converge towards the "correct" 
answer. Finally, the process is stopped after a predefined stop 
criterion and the mean scores of the final rounds determine 
the results [18]. 

Delphi is based on the principle that or decisions from a 
controlled group of individuals are more accurate than those 
from unstructured groups. 
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Una vez identificado el problema y

teniendo el grupo de expertos se

siguen cuatro etapas:

Se plantea una pregunta amplia a los

expertos, el grupo coordinador recibe

e integra las respuestas y genera el

cuestionario dos

Los expertos responden al

cuestionario dos, el grupo coordinador

recibe e integra las respuestas y

genera el cuestionario tres

Los expertos responden al

cuestionario tres y el grupo

coordinador los recibe

Informe final

El grupo coordinador integra y analiza

la información, generando resultados

cuantitativos

Etapa 1

Etapa 2

Etapa 3

Etapa 4

 

Figure 3. – Basic stages of the Delphi method. 

IV. EXPECTED RESULTS 

With the final results of this research we hope to obtain 
enough information by which we can prepare a document for 
the adaptation of road infrastructure to climate change , it 
will enable decision makers to have a basis for incorporating 
resilient infrastructure on roads in the country. 
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Abstract— Around the world there is a lot of people with 

disabilities, of which mobility problems have been little seen. 

Public transport has been a physical barrier to the mobility of 

persons with disabilities, since its inception in the suburbs of 

Queretaro, where as in Latin America the displacements of the 

population rely on mostly public transportation since it is the 

most cheapest to move within a metropolis. For the specific case 

of the suburbs of Queretaro, the law of existing mobility is a dead 

letter since being ignored as in addition to the number of people 

with physical limitations and it is unknown to meet their 

transport problems. This article aims to make a comparison of 

movements and characteristics for two groups of people with 

disabilities: motor and visual since together they represent more 

than 80% of the disabled. 

Research conducted the comparison of the general population 

and persons with disabilities: study levels, means of transport 

and movements per day. 

In addition to the above is a comparison between the two groups 

of people with disabilities to learn their form of transportation, 

description of travel: number, cost, length and time. 

It is observed as there is an exclusion of persons with disabilities 

in social activities and the poor infrastructure of the public 

transportation for people with disabilities. 

Keywords: disability, mobility, public transport 

I. INTRODUCTION  

The International Labour Organization, (ILO) [1] mentions that 

one tenth of the world's population are people with disabilities. 

Research around the world about the mobility of individuals 

with a physical limitation reveal the importance of the 

inclusion to the public transportation system for people who 

suffer from some type of physical deficiency[2], which 

coincides with what was expressed with [3] who also described 

the existence of physical barriers that hinder further correct 

mobility for those who bear some kind of physical restraint and 

lack of specialized transportation for their travel. [4]also agrees 

with the above mentioned.  

 

Since the beginning of passenger transport initially in the 

young city of Querétaro [5]. Due to the imposition of physical 

barriers and poor condition of the infrastructure in the area of 

suburbs in Queretaro has not existed accessibility for those 

with a limited physical condition [6], in addition to existing 

narrow between poverty and disability tie, if they do not have 

access to public transport, disabled people use other more 

expensive means of transportation and even limit your 

mobility, according to [7]. 

Improve access to means of transport and mobility contributes 

in reducing poverty and participation of individuals with 

physical limitations in socio-economic activities [2], public 

transport is important in the search for jobs [8]. Besides [9] 

described the difficulty faced by those who suffer from 

disabilities in search of transport. 

As part of a wider investigation, are presented in this 

document a description of the distribution area of 

displacement of those with disabilities within the suburbs of 

Queretaro. The study has two types of motor disability and 

blindness, who, based on [10] represent 84% of disabled 

people of the State of Querétaro. 

 

II. MOBILITY AND ITS IMPORTANCE 

 

The right to mobility, law of mobility for the transport of the 

State of Querétaro [11], becomes a dead letter for people with 

physical limitations by the inaccessibility to public 

transportation. As mentioned it [12], "persons with disabilities 

have fewer opportunities and quality of life also faced to more 

challenges during their displacement and the use of public 

transport", which is in line with social and occupational 

segregation of persons with disabilities which mentions [13]. 

Mobility is affected by the following aspects according to [7] 

for: income, age, gender, means of transport, culture and 

disability. 

Forms of displacement 

 

In Latin America a lot of its mobility depends basically 

collective and public transport and automotive (fundamentally 

buses), since they are countries where most of the population 

is the only form of transport. This is even more critical for the 

unemployed population, devoid of resources, the disabled and 

the vulnerable groups for which, due to lack of resources, 

mobility becomes negligible [14]. 

 

20



Mobility of people with disabilities 

 

This research will define the term disability according to the 

World Health Organization as: a lack or limitation (because of 

a deficiency) of the ability to carry out an activity in the range 

that is considered normal for the human being [15]. 

 

According to the International Labour Organization [1], a 

tenth of the people around the world suffer from some kind of 

physical limitation, i.e. around $ 650 million, of which 450 

million are in productive age, i.e. which can perform some 

kind of work. 

 

For the State of Queretaro, according to [10] the number of 

persons with disabilities in the State sector is approximately 

80,000 although it is not known with accuracy since it lacks 

control over them. 

 

Throughout history and depending on the society in which 

they live, people with disabilities have been treated in 

different ways (sometimes with respect and all the services 

available, but in other cases without having the same fate). In 

the aspect of mobility, initially there was concern about 

providing service to people with disabilities (of any type), "the 

rights of the elderly and pregnant women, were only" was 

until 1963 that the rights of vulnerable groups were listening 

at the first International Congress for the removal of 

architectural barriers and in 1975 with the Declaration of the 

Organization of the United Nations on the law of the disabled 

today internationally named disabled that make clear the 

creation of environments more accessible. 

 

The concern of the mobility of persons suffering from 

physical limitations began in the Decade of the 70s and 80s in 

countries that began a legislation in this regard: Sweden, 

United States and United Kingdom [16]. Unfortunately efforts 

to combating and overcoming discrimination depend on 

legislation, legal barriers and transport systems which vary in 

each country [17] 

 

According to [18] three phenomena affect the inclusion of 

persons with disabilities to public transportation: 

 

I. High rates of service 

 

II. Informal or poor offer of public transport (quality and 

availability of the service). 

 

III. Under the access to the vehicle for mainly economic 

reasons and because design does not in general facilitates its 

correct use. 

III. METHODOLOGY 

 

There isn´t a precise and clear definition at national or 

international level which mentions what is an indicator, 

however [19] points out that the indicators are "tools to clarify 

and define, way more precise objectives and impacts, they are 

measures of change or designed to provide a standard for 

assess, estimate or demonstrate the progress". 

 

Meanwhile another concept on indicators are those that play 

an important role in public policies of a city or nation systems, 

since they help the perception of complex problems and 

provide quantitative information that is helpful for making 

public decisions, such as [20] says it. With the intention of 

clarifying later in the investigation of which this effort is a 

part, characterized the mobility of disabled persons, with the 

understanding that this complex description will yield clues to 

the construction of an indicator. 

The Querétaro metropolitan area includes three municipalities: 

Marques, Corregidora and Santiago de Querétaro. 

 

The study area population grew at rates accelerated in recent 

years [10], as shown in Figure 1. Having such growth, 

similarly have grown their problems such as increases in 

distance and time of travel, road congestion caused by the 

motorization and the unit to perform movements in vehicles. 

 

 
Figure 1. Population growth of the suburbs of Queretaro. 

Source: Own elaboration based on [1]. 

 

To obtain data on the mobility of persons with disabilities was 

conducted to survey source - target with which according to 

[21], obtained the information on the number of trips, 

generators and attractors, the quality of the service and unmet 

demands. Simple random sampling technique was used to the 

determination of the sample on the basis data provided by the 

Municipal Institute for the prevention of discrimination 

(INMUPRED), i.e., of a small database with which this 

Institute has. 

 

It is important to note that there isn´t  a census which detail 

exactly the number of people with disabilities, the type of this 

and its location, so it had problem to find people with 

disabilities because the survey unlike other studies, is for a sub 

group of the society which is hardly identified. Thanks to the 

INMUPRED could be more easily to people with a disability, 

either this drive type or blindness. 

 

21



Provided data base was adjusted to the suburbs, i.e. was a 

cleansing of data which included people outside the area and 

within the same State of Queretaro and belonging to the State 

of Guanajuato; in this way it ended with a total of 779 persons 

belonging to the above described area, therefore proceeded to 

determine the size of the sample. 

 

The field work was carried out with three interviewers, of 

which two graduate students from the Autonomous University 

of Queretaro and an external person, the household survey was 

applied to persons who suffer disabilities asking about 

movements that made the previous day (only working days, 

i.e. from Monday to Friday). 

 

For the size of the sample was carried out the following, as 

proposed by [22]: 

 

           n= (N*Z2*P*(1-P))/ ((E2*(N-1)+Z2*P*(1-P))          (1) 

 

Where: 

n = Sample size 

N = Total population 

Z = Value corresponding to the Gauss distribution 

P = Expected prevalence of the parameter to be evaluated in 

case of unknown is taken (p =0.5) 

E = Error of estimation 

 

As well as noted above is unknown the exact number of 

people with disabilities within the metropolitan area, so it was 

taken: 

N= 779 

P= 0.5 

Z = 1.96, describing a reliability of 95% 

E= 0.05 

 

By the result of the expression described above resulting in a 

total of n = 258 surveys, which were conducted in the 

metropolitan area of Querétaro beginning on September 29th 

2015 and ending on November 11th 2015. 

 

It should be noted that there are support groups as: schools, 

rehabilitation centers, and sports centers where a significant 

number of people with disabilities, concentrates such as 

Querétaro 2000 Sports Park, where people with any physical 

problems come together for different sports as: swimming, 

basketball, among others, and in these meeting points no 

surveys were conducted since no cared skew the study and 

keep the essence of the household survey. 

 

 

 

IV. RESULTS AND DISCUSSION 

 

Throughout the data collection, detected situations not 

foreseen in the format of the survey and that they deserve to 

be described. 

 

Due to high gasoline prices, General taxi owners modified the 

units through the adaptation of the trunks inside LP gas tanks 

for greater utility in the service, therefore denies service to 

people with motor disabilities who use wheelchairs due to the 

insufficient space in the trunk or by the lack of culture and 

sensitivity of some operators of taxis than to observe that it is 

of a person with disabilities they serve not stop pointing them. 

 

There are taxis specialized so unfortunately presented adverse 

situations that further hinder the mobility of persons with 

disabilities as the high fees for its use (double the conventional 

taxis), that is detected that they are only present in the 

Mexican Institute of the Social insurance, in addition to the 

above if the service is required should program a day in 

advance and sometimes if the colonies are far from where they 

are they are simply the service is not provided. 

 

Those who use public transport face problems as the negation 

of the operators of the service. Note Although it is not subject 

to this investigation, which drivers must meet a maximum 

time that by breaking it are punished, they argue that they 

have time to wait for people with disabilities as well as not 

having proper training for the treatment and service to people 

with disabilities. 

 

People with visual disabilities suffered by the fact of not 

having hearing tools that provide help to identify lines of 

public transport at the time of Ascend and bus stops for its 

descent, so sometimes the operators or persons who use this 

means of transport for lack of education or sensitivity do not 

help blind people to identify their destination. 

 

It was observed during the work that large number of people 

with disabilities are mobilized in own, family car or even there 

is support from neighbors or acquaintances, or via taxis that 

although the majority of people with disabilities are not high-

income must travel hereby due to not having adequate 

accessibility to public transport and do not own a car himself 

or family. 

 

The breakdown by gender for the State of Querétaro is of 

49.61% men and 50.39% women. A distribution was obtained 

by very similar gender survey 48.5% and 51.5% respectively, 

which suggests that the survey collects faithfully this 

characteristic of the population as a whole. 

 

The age of respondents does not reflect the distribution of the 

population in general, because the managed database 

considers a large number of older people, i.e. existed a 

shortage of people in early ages in the database that were 

available, such distribution can be seen in the population 

pyramids listed in Figure 2. 
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Figure 2. Population pyramids of the suburbs and the one used 

in the survey. 

Civil status
a
 

 

 
Figure 3. Degree of studies of the general population and 

people with disabilities in the suburbs of Queretaro. 

 

You can assert that there are many people with disabilities are 

excluded from the right to study (Figure 3), therefore there are 

substantial percentages of illiteracy, 10% people with 

disability and 35% for the visually impaired. 

 

 

 
Figure 4. Comparison of means of transport used 

                                                           
a
 The civil status of the respondents was: Singles a third part 

and singles two thirds parts 

 

 

Figure 4 shows the great dependence mobility motorized by 

persons with disabilities for a considerable percentage their 

main way of travel is by private vehicle. 

 

 
Figure 5. Comparison of the percentages of displacement. 

 

Figure 5, expresses that just like the general population, 

people with disabilities are mostly only two displacements,  

round trip 

 

 
Figure 6. Displacement by gender for the motor disability 

 

In Figure 6, it says that men suffering from disability do 

slightly greater amount of displacement that women who 

suffer from this same type of disability. 
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Figure 7. Displacement by gender for the visually disability. 

 

Figure7 indicates that visually impaired men do more 

displacement than women with the same disability. 

 
Figure 8. Means of transport used for motor disabled. 

 

Persons with disability use mainly private car and taxi 

compared with public bus. 

 

 
Figure 9. Means of transport used by visually impaired 

 

People with visually disabled used mainly the public bus 

compared with others means of transportation. 

 
Figure 10. Means of transport

b
 used by disabled people. 

 

 
Figure 11. Average of movements made by the disabled. 

 

Movement of persons with disabilities are few, expensive and 

very slow. 

V. CONCLUSIONS 

It is notorious that the people with disabilities in the study area 

are excluded from social activities such as health, 

employment, education among others. 

 

It is the deficiency of public transport and the public towards 

persons with disabilities infrastructure already shows that 

there is with the correct accessibility so that this group of 

people to enjoy a proper mobility. 

 

Within the Group of disabled people in the study, people with 

motor disabilities move less than the visually impaired also 

the travel cost is higher. 

 

                                                           
b
 Nearly half of respondents said not having made travel to 

lack of accessibility to public transport in addition to about 

90% believe that the lack of accessibility to public transport 

the limits of social activities such as health, education and 

employment. 
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It is clear that persons with disability have greater reliance on 

mobility in private car while the visually impaired greater 

amount of travel by public bus. 
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Abstract—Vinasses are a very harmful residue of the mezcal 

production, their discharge into soil and water can cause negative 

environmental impacts, if not prior treatment takes place. 

Anaerobic digestion (AD) has shown to be the best economical 

and technological method to treat this residue, thus biogas can be 

generated as by-product of this process. Nevertheless, an 

acclimatization process of the sludge and substrate in the 

bioreactor is very important to enhance the efficiency of the 

methane production. In this work, the first step of the 

acclimatization process of the anaerobic digestion of mezcal 

vinasses was carried out in two 15-days periods. Sludge and 

vinasses were mixed in a ratio 7:3, after 15 days 30% of the total 

volume was replaced with new vinasses. Biogas was quantified 

and qualified. Biogas production reached 230 l ∙ kg VS vinasses 
-1 and 

methane production 40 l ∙ kg VS vinasses
-1. The acclimatization step 

should be optimized in order to increase the efficiency of the 

methane yield and COD removal. 

Keywords—vinasses; anaerobic digestion; chemical oxygen 

demand; acclimatization 

I. INTRODUCTION 

Yearly, about eight million liters mezcal are produced in 
Mexico, from which 90 million liters vinasses remain as 
residue of the distillation step. These wastes are very 
aggressive to the environment due to the high organic matter 
content, high temperature and low pH. If untreated vinasses are 
discharged, the ecosystem could be seriously affected e.g. 
causing eutrophication in water bodies and soil or crop 
contamination [1]. Table 1 shows the composition of tequila 
vinasses reported by Reference [2]. Due to the similar 
production processes, tequila and mezcal vinasses are 
comparable.  

TABLE I.  COMPOSITION OF TEQUILA VINASSES [2] 

Parameter  

pH @ 25°C 3.35 

Temperature (°C) 50.4 

Biochemical Oxygen Demand BOD (g ∙ l -1) 13-24 

Chemical Oxygen Demand COD (g ∙ l -1) 28-50 

Sediment solids (ml ∙ l -1) 333 

Parameter  

Total suspended solids TSS (g ∙ l -1) 12 

Volatile suspended solids VSS (g ∙ l -1) 9.8 

Acetic acid (g ∙ l -1) 2.5 – 3.4 

Total nitrogen (g ∙ l -1) 0.243 

Total phosphorus (g ∙ l -1) 0.021 

Fats and oils (g ∙ l -1) 0.018-0.031 

 

Several methods for vinasses treatment have been 
researched and used in recent years. The most suited method is 
the AD (anaerobic digestion) for biohydrogen or biogas 
production [2] [3] [4] [5] [6]. The AD has found practical 
applications in industrialized countries through biogas plants 
for the production of heat and electricity or for the production 
of biomethane as biofuel or as network supply. Nevertheless, 
the efficiency of the biogas production depends on the 
operational parameters of the biogas plant and the substrate 
characteristics such as pH, alkalinity, temperature, organic 
matter content or toxic compounds concentrations [7].  

 Through the metabolic pathway of the biodegradation of 
most of the vinasses compounds, such as fructose and glucose 
[4], the required compounds for the generation of biogas and 
biomethane are produced. That is why vinasses are a very 
suitable substrate for the production of bioenergy. Also, due to 
the increased amount of vinasses produced from the tequila and 
mezcal industry, AD suggests to be a very competitive method 
regarding technical and economical advantages over aerobic 
processes [3].  

 However, the use of a stable and acclimated inoculum 
adapted to the substrate to be fermented, is a clue step for the 
enhancement of the methane potential. Reference [2] reported 
an acclimatization period of 5 months using sludge and 
vinasses in the proportion 7:3. Every two weeks, 30% of 
fermented substrate was taken from the bioreactor and replaced 
with new vinasses.  

 In this work, a 30-days start-up of an 8-liter bioreactor 
operated with vinasses was carried out under anaerobic 
conditions. Biogas production was daily measured and 
characterized. The objective of this work was to start the 
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acclimatization process of a bioreactor in order to stress the 
microbial population as less as possible. 

 

II. MATERIAL AND METHODS 

A. Bioreactor configuration 

The bioreactor was made of PVC and had a volumetric 
capacity of 8 l. For pH adjustment the bioreactor had an inlet at 
the top for the addition of sodium hydroxide (NaOH). Also at 
the top a tedlar bag was connected for biogas storage. The 
reactor had a tap at the bottom and a twist-off lid at the top to 
replace a certain volume of the substrate with new substrate. A 
magnetic stirrer was placed inside the bioreactor so that the 
bioreactor could be daily stirred.  

B. Inoculum and substrat 

Sludge from the wastewater treatment plant of the 

university was used as inoculum. As substrate, vinasses were 

collected from the mezcal factory Laguna Seca located in the 

Mexican state San Luis Potosi. The characteristics of the 

sludge and vinasses are listed on table 2. 

 

TABLE II.  PARAMETERS OF SLUDGE AND VINASSES 

Parameter Sludge Vinasses 

pH @27°C 8.24 4.77 

Chemical Oxygen Demand COD (mg ∙ l -1) 5700 59000 

Total solids TS (g ∙ ml -1) 0.0053 0.049 

Volatile solids VS (g ∙ ml -1) 0.0034 0.035 

 

C. Bioreactor start-up 

The reactor acclimatization consisted of filling 90% of the 
total reactor volume with sludge and vinasses at the proportion 
7:3. Every day the amount of produced biogas and the content 
of methane, carbon dioxide and hydrogen sulfide were 
measured. Before every measurement was carried out, the 
bioreactor was stirred with the magnetic stirrer for 15 minutes, 
according to the norm VDI-4630 [8] for the fermentation of 
organic materials for biogas production. Every 15 days 30% of 
the total volume was replaced with new vinasses. The reactor 
was kept at anaerobic conditions at 39°C. This first step of the 
experiment was carried out for 30 days. The pH value of the 
reactor was daily measured and adjusted with NaOH to pH 7, if 
necessary.  

D. Measurements 

The biogas quality (content of methane, carbon dioxide and 
hydrogen sulfide) was measured with a gas analyzer Multitec 
540 from the German company SEWERIN GmbH. Biogas 
quantity was measured according to tedlar bags marks. The 
Chemical Oxygen Demand (COD) was measured according to 
the norm DIN 38414-9 [9]. FOS/TAC was measured according 
to Reference [10] to analyze the biochemical state of the 

fermentation sludge. The initials FOS/TAC come from the 
German language and stand for the quotient of the volatile 
organic acids (Flüchtigen Organischen Säuren) and the total 
inorganic carbonate or alkaline buffer capacity (Total 
Alkalischen Carbonaten). In other words, the FOS/TAC value 
measures the quotient of the acid concentration and the buffer 
capacity of the bioreactor. If the fermentation substrate 
contains many organic acids, the methanogenic bacteria will be 
inhibited, especially if the pH value sinks.   

 

III. RESULTS AND DISCUSSION 

A. Biogas and methane production 

Fig. 1 shows the cumulative biogas and methane 
production of mezcal vinasses over a time period of 30 days. 
Biogas production reached a biogas yield of 230 l ∙ kgVS vinasses

-1 
and a methane yield of 90 l ∙ kg VS vinasses

-1. The biogas 
production began the second day of the start-up process and the 
methane production began on the fifth day. Biogas production 
occurs in four steps (hydrolysis, acidogenesis, acetogenesis and 
methanogenesis) where different bacteria groups in the 
inoculum need different reproduction rates to degrade the 
substrate polymers to generate acetic acid, hydrogen and 
carbon dioxide for the methane production [11]. The 
reproduction rate of the methanogenic bacteria is the most 
slowly of all the groups. Methanosarcina needs up to 360 hours 
for reproduction and the methanococcus 240 hours. In 
comparison, the hydrolytic and acidogenic bacteria need 24 – 
36 hours and the acetogenic bacteria 40 – 132 hours for 
reproduction [12]. For this reason, the methanogenesis is the 
slowest step to methane production. This is reflected on the 
experiment, where the methane generation started after 5 days.  

The biogas rate in terms of liters biogas produced daily, 
varied up to 2.75 l ∙ d-1 in the 30 days acclimatization period. 
Reference [2] reported by the start-up of a 40 l bioreactor 
operated with vinasses, that the biogas production increased 
from 0.1 up to 2 l ∙ d-1 in 30 days. Reference [14] reported the 
production of 0 to 6 l ∙ d-1 biogas by a 30 day start-up period of 
a bioreactor using biofilms for a better biogas performance. 

 

Fig. 1: Biogas and methane production from vinasses 

 

 

At the end of the 30 days, the methane content of biogas 
was only 40%. This is a very low rate if we consider that most 
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of the substrates reach up to 70% methane content [11]. 
Reference [2] achieved a methane content of 60% during the 
start-up period of 50 days using a lower COD content on the 
mixture wastewater vinasses. Reference [14] reported an 
increase on the methane production from 60 to 70% during the 
start-up period of 28 days of a 2.8 l bioreactor using vinasses. 
In this case, biofilms in the bioreactor were used for biogas and 
methane production enhancement. 

B. COD removal 

The COD of the vinasses-sluge mixture was at the 
beginning of the experiment 17375 mg ∙ l-1, after 15 days the 
COD diminished up to 16460 mg ∙ l-1. Only 5% of the COD 
was removed during the first feeding digestion. At the 
beginning of the second reactor feeding COD was 26810 mg∙l1. 
After 15 days COD diminished up to 17720 mg ∙ l-1, which 
means 34% of COD was removed during the second bioreactor 
feeding. These results suggest that the efficiency of COD 
removal was higher when the reactor was better acclimated and 
when more COD was available for consumption. Due to the 
high substrate availability, there is an increase in 
microorganism consumption of organic matter [13]. Similar 
results were obtained by Reference [2] operating a biroeactor 
with vinasses with a lower COD content. During the start-up 
period the COD remotion increased from 3% to 85% in 50 
days. By day 30 the COD remotion was around 70%. 
Reference [14] reported a COD removal of 80% during the 28 
days start-up period of a 2.8 l bioreactor using biofilms.  

C. FOS/TAC  

The FOS/TAC value describes the condition of the bacteria 
in regards to acidification. If the FOS/TAC value is more than 
0.4, the substrate supply must be throttled. A low FOS/TAC 
value (0.2) indicates that more substrate needs to be fed in the 
bioreactor to increase the efficiency of the biogas production 
[10]. In these experiments, the FOS/TAC values were 1.7 at the 
beginning of the first feeding and 1.6 at the end. At the 
beginning of the second feeding FOS/TAC value was 2.4 and 
decreased up to 1.4 after 15 days. The falling FOS/TAC value 
at the second feeding suggests that more substrate was used on 
the biodegradation pathway of the vinasses and that the total 
inorganic carbon decreased after the degradation and thus the 
buffer capacity. The bacteria in sludge have the capacity to 
work with a higher vinasses content to enhance the efficiency 
of the biogas production. 

 

IV. CONCLUSIONS 

Due to their composition, especially the fructose and glucose 

content, vinasses are a very promising substrate for the biogas 

production. Biogas can be used directly to generate electricity 

and heat, or can be purified to biomethane as biofuel or as 

network supply. Acclimatization of the vinasses on the 

bioreactor is a very important step in order to stress the 

microbial population as less as possible. Acclimatization can 

be done increasing stepwise the amount of vinasses added to 

the sludge. In this work, results are reported regarding the first 

month of acclimatization, where 30% of vinasses were mixed 

with 70% sludge from a wastewater plant. Biogas production 

reached 230 l ∙ kg VS vinasses
-1 with 40% methane content. The 

highest achieved COD removal was about 34%.  

Results regarding COD removal and CH4 production can 

be improved using biofilms inside the reactor and lowering the 

COD content in fermented substrate. These conditions will be 

tested first in batch experiments, before a continuous or semi- 

continuous operation takes place. 
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Abstract— There are many optimization methods that are 

known as heuristic techniques, which perform a search in a design 

space to find the optimal solution to a specific problem. Unlike 

conventional techniques based on gradients, the heuristic methods 

do not require the application of advanced mathematics to provide 
an optimum result, because they are based on procedures that 

mimic the natural behavior. Currently, the optimization methods 

have been implemented in different applications, and they are 

focused on certain behaviors and biological characteristics such as 
the case of the genetic algorithms. This paper develops a micro-

genetic algorithm-based method, which applies the micro-

population concept instead of using hundreds of members as the 

standard genetic algorithm. The proposed methodology is focused 
on detecting and classifying the harmonic content as a disturbance 

in an electric network. This phenomenon occurs due to the drastic 

increase of different kind of loads, such as electrical and electronic 

equipment; causing possible damage to the devices connected to the 
network. For that reason, in this work the developed methodology 

employs an heuristic technique such as the Genetic Algorithms for 

detection and classification of harmonics, the proposed approach is 

valued through experimental tests over synthetic signals, and 
experimental tests over real signals from an IEEE data base and 

from a physical test bench. 

Keywords— power quality; genetic algorithms; classification of 

electrical disturbances, micro-genetic algorithms. 

I. INTRODUCTION 

The electrical energy consumption has been increased due 
to the drastic increment of electrical equipment with non-lineal 
characteristics [1]. These devices are the cause of disturbances 
that affect areas such as the public sector and industries. Based 
on the IEEE 519-1995 standard, these electrical disturbances 
consider any type of deviation from their nominal value of the 
input ac power signal. Therefore, the concept of power quality 
has had impact in recent years, these disturbances are the cause 
of electrical equipment degradation, deterioration, distortion, 
and poor performance when they are connected to the electrical 
grid being a problem of great interest [2].  

For this reason the monitoring of electric variables is a 
necessity in the electrical research field. Monitoring, diagnosis, 
detection and classification in the power quality field has taken 
great importance in industrial sectors and scientific researches  
in order to find a solution to these problems [3]. There are 
several classical techniques dedicated to the detection of power 
disturbances in the electrical signals, such as the Fourier 
transform, the Wavelet transform, and Hilbert transform, 
among many others. Sometimes, classical techniques provide 
insufficient information and they are limited because their 
implementation is over signals in the steady state [4]. In 
consequence, there is a large number of developed works that 
treats this topic; they use modern methodologies or 
combinations between them, which are applied in two stages; 
the first for detection and the second for classification. 
Emphasizing the necessity to develop a system with the 
capability of detecting and classifying electric power 
disturbances, some relevant works are presented in the 
following lines. Related to the monitoring field, the work 
presented by [3] describes an acquisition system for current 
and voltage signal from a CNC machine, where power 
disturbances are analyzed by using the Fourier transform, 
Wavelet transform, parametric methods and combinations 
between them. On the other hand, the three phases of an engine 
are analyzed through their voltage and current signals in [5], 
showing the reliability and profitability that an FPGA offers in 
the monitoring of electrical signals. Also, the  research 
proposed by [6] develops a methodology for detection of 
disturbances using the Wavelet transform with an extension of 
genetic algorithms, emphasizing that it can be a tool for future 
research on the classification of disturbances. In accordance 
with  the field of detection, the work presented by [7] uses the 
Chirp-Z transform to obtain a spectrum of high frequencies and 
to detect signals with white noise harmonics, noise and 
harmonic to mention some. In researches about classification, 
there are works which used the S-transform to classify 
perturbations using an adjustment of the Gaussian window 
with the genetic algorithms as in [8]. Otherwise, in work 
presented by [2], they developed a methodology to classify 
disturbances, using a neural network, an adaptive linear neural 
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network and indices of THD (Total Harmonic Distortion). 
Moreover, the detection and classification of some 
disturbances are  presented by [9], where  the SSD technique 
(Sparse Signal Decomposition) was used with a matrix OHD 
(Overcomplete Hybrid Dictionaries). In the meantime, in [10] 
the Gabor transform composed of a probabilistic neural 
network model is used, in this method features extracted from 
the matrix of output of Gabor as a vector of input to the neural 
network classifier, developing in the software 
PSCAD/EMTDC. In conclusion, there are methods that 
perform the detection of disturbances, and other techniques 
which are in charge of the classification task. These techniques 
are often combined to obtain a better detection and 
classification of the disturbances. 

In this work an optimization technique, such as the genetic 
algorithms, is proposed as a novel methodology for detection 
and classification in a single stage. These algorithms do not 
need the differential calculus or complex math techniques in 
their functionality, it only requires the value of an objective 
function to get an excellent solution. However, a variant of the 
standard genetic algorithms, better known as the micro-genetic 
algorithms (MGA) were used, this is because they use a 
smaller amount of processed data than the standard genetic 
algorithms, highlighting, that only  the detection and 
classification of harmonic content in electrical signals were 
carried out. The experimental tests were performed over 
synthetic signals and experimental tests over real signals from 
an IEEE data base and from a physical test bench in a software 
implementation. 

II. THEORETICAL BACKGROUND 

A. Power Quality 

In a globalized world of constant competition, major 
quality and better products are required. The electricity sector 
is not immune to this requirement. The consumption of electric 
energy is very important for the production in the industry, and 
it is subject to the requirements of reliability, stability, quality, 
control, etc [10]. Moreover, the development of technology is 
moving up rapidly, since the advancement of electronics, 
electrical devices and appliances are being more sophisticated 
every day, influencing the electrical network to be more 
complicated, resulting in affecting the power quality [11]. 

For this reason, the term of power quality has been a boom 
in recent decades. The concept "power quality" has different 
meanings from different sources. It is used as a synonym for 
"reliability of supply", "quality of service", "quality of tension" 
and "quality of consumption" [12]. However, the term power 
quality refers to a wide variety of electromagnetic phenomena 
that characterize the voltage and current at a given time and at 
a given location on the power system according to the 
European Standard EN 50160. 

B. Electrical Disturbance 

Electricity has become an indispensable mean to carry out a 
large number of activities. Some electrical equipment has 
several characteristics which can be critical for its successful 
operation. This occurs more frequently in modern equipment. 

Although electricity, when produced in power plants is highly 
controlled, a considerable disturbance generation occurs in the 
customer supply terminals. These disturbances are caused by 
the nature and characteristics of operation of electrical and 
electronic equipment, as well as the same supply system. Since 
the characteristic perturbations can cause degradation of the 
electrical equipment performance, these phenomena are often 
referred to as electromagnetic interference. Either the design of 
this equipment or its operation mode, or both, can have the 
effect of injection of disturbances (such as interharmonic or 
harmonic distortion, fluctuations of voltage, etc.) in electrical 
networks. 

Accordingly, the characteristics of tension are under the 
influence of various parts: 

• end users  

• manufacturers of equipment and systems 

• designers of plants and facilities[13] 

The harmonics are the disturbance to be worked on in this 
paper, for this reason, only these will be explained. The 
harmonics are sinusoidal or current tensions that have 
frequencies that are integer multiples of the frequency at which 
the supply system is designed to work (called the fundamental 
frequency, usually 50 or 60 Hz). These periodically distorted 
waveforms can be decomposed in the sum of the fundamental 
frequency and the sum of harmonics [12]. Equipment based on 
power electronics is an important factor in the generation of 
harmonics in power system. These devices and loads can 
usually be modeled as sources of current which inject harmonic 
in the electrical system. These cause non-linear drops voltage 
through the system impedance. Harmonic distortion is a 
growing concern for many clients and the system of global 
energy due to the increasing use of power electronics 
equipment. The levels of harmonic distortion can be 
characterized by the total spectrum of harmonics with 
magnitudes and angles of phase of each individual harmonic 
component [14]. Some instruments used for measurements of 
harmonics express their output with reference to the 
fundamental component of the tension, especially those which 
indicate the factor THD [13]. Harmonic currents are the result 
of the normal operation of nonlinear devices in the power 
system. Although the distortion of current levels can be 
characterized by a THD, this can often be misleading in 
accordance with IEEE 519-1995 [14]. 

C. Genetic Algorithms 

There are many optimization methods known as heuristics 
techniques, which perform a search in a space of design to find 
the optimal result of a specific problem. Unlike conventional 
techniques based on gradients, the heuristic methods do not 
require to apply advanced mathematics to provide an optimum 
result, because they are based on procedures that mimic the 
behavior of nature. [15]. These methods are focused on certain 
behaviors and characteristics of biological, molecular, neural 
systems, etc. Some of these are: neural networks, ant colony, 
particle swarm, genetic algorithms, among others. In particular, 
this work is about genetic algorithms.  

31



The Genetic Algorithms or Standard genetic algorithms 
(SGA) are optimization algorithms inspired by natural 
selection and natural genetics. The method is generally capable 
of being applied to an extremely broad range of problem. They 
are used in problems in which specific values are required and 
the conditions of the problem are complex. The Genetic 
Algorithms are applied when pervious knowledge about a 
specific problem is unknown, in such a way that parameterized 
models or functions are impossible to define [16]. Also, they 
are applied to problems whose characteristics such as a wide 
design space, multi-objective, non-linearity, etc., make it 
impossible for classical methodologies to find an acceptable 
solution. The SGA find the specific value of a variable or 
variables in a design space, that is the range of values in which 
the variable or variables could be found [8]. 

 

The process of the algorithm is shown in Figure 1, showing 
the process that the algorithm follows. As a first step, the SGA 
are initialized with a supposed random population, the 
population uses many individuals, and it is a big population. 
The typical algorithm uses three operators: selection or 
reproduction operator, crossover operator and mutation 
operator, these lead the population to converge on the global 
optimal solution [17]. Reproduction operator is also known as 
selection operator that selects the best individuals of the 
population. The crossover operator creates new individuals and 
exchange information between them. Finally, the operator of 
mutation, which creates new individuals provides diversity to 
the population  [18]. So, a cycle of reproduction, crossover, 
mutation and the evaluation of the objective function is known 
as a generation. When a generation comes to an end, the final 
population is now the initial population and it is evaluated 
again by the objective function and the three operators. The 
process continuous through several generations until it satisfies 
the criterion of this convergence (number of generations) and 
the process is completed [19]. To make it clear, the objective 
function is used to provide a measurement of what role the 
individuals have played in the problem domain. In the case of a 
minimization problem, the fittest individuals will have the 
lowest numerical value and would be the best. [20]. 

D. Micro Genetic Algorithms 

A micro genetic algorithm differs from the SGA because of 
the number of employed individuals, as it only works with a 
small population, and the number of iterations is less. Three or 
four individuals are considered as a small population [21].  

The population size is the key in the micro-genetic 
algorithm performance. In this way, computational resources 
are saved in comparison with the SGA, since SGA has a large 
number of individuals and they have to be analyzed at each 
stage of the operators, taking more time and resources to be 
computed, while with few individuals the computational load 
decreases. 

The process for the operators is not the same as that for the 
SGA. They are applied in a different way because MGAs have 
only four individuals. If applied as in SGAs, information could 
be lost, thus leading to wrong results. 

 

Figure 2 shows that a SGA distributes the individuals 
randomly across its range of possible solution. Similarly, a 
MGA has four individuals equidistantly distributed in the area 
of possible solutions. 

III. METHODOLOGY 

This work presents an analysis methodology for three types 
of signals which are synthetic signals, signals from the IEEE 
data base and signals obtained from a real test bench. In 
addition, this methodology is developed in MATLAB 
software. The section A presents the mathematic model that 
characterizes the signal with harmonic content and the section 
B describes the proposed methodology. 

A. Mathematical model of harmonics 

The mathematical model that characterizes the harmonics 
content in a signal is the function in which the individuals of 
the micro-genetic algorithm within the proposed approach will 
be evaluated. That means, these individuals represent the 
variables to be found or the variables with the expected 
solution. Thereby, the mathematical model that characterizes a 
pure electrical sine wave is presented in (1) 

  v(t)= A sin (2π fo t + φ) (1) 

 
 

Figure 2 Comparison between SGA and MGA 

 
 

Figure 1 Flow diagram of SGA process  
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Where, A is the voltage amplitude; fo, is the voltage 
fundamental frequency; and φ, is signal phase; finally, v(t) is 
the instantaneous voltage of the signal in a specific time. 

The mathematical model for the harmonics consists of the 
sum of the fundamental wave with the sum of the third, fifth, 
seventh and the ninth harmonic for this particular work. 
Equation (2) represents the general form of a sinusoidal wave 
with harmonic content. Where w= 2πfo. 

  v(t)=v0(t)+Ʃ vk sin (wk t + φ) (2) 

Where, vo is the fundamental signal; vk is the amplitude of 
each harmonic and wk is the n-th harmonic. 

The algorithm will make the optimization of the parameters 
that are related to the harmonic amplitudes as stated in (3), 
which represents the model used in this paper. 

  v(t)=A sin(w t) + A3 sin(3w t) + A5 sin(5w t) + A7 sin(7w t) + 
A9 sin(9w t)  (3) 

Therefore, with this methodology, it is expected to obtain 
the harmonic amplitudes every half cycle during the 
optimization process. In this sense, if the proposed approach 
obtains the harmonic amplitudes with values different from 
zero, then this implies that a disturbance was found but mainly 
a harmonic disturbance. 

B. Methodology description 

Once the signal with harmonic content is loaded in the 
MATLAB software, the signal goes to a file text; then, it is 
necessary to find each of the zero cross values of this signal. 
Subsequently, two filters are applied, a band-pass filter and a 
band-stop filter. The band-pass filter let the fundamental waves 
pass and the band-stop filter analyzes the sum of harmonics or 
the remaining signal. Then, the phase of filtered signal is 
detected, this step is important because it is a characteristic 
parameter in the equation. After that, the MGA is applied.  

The first step of the algorithm is the initialization of the 
parameters. The parameters proposed are shown in Table 1. 
Then each individual is evaluated in the objective function. 
The objective functions used were the Integral Squared Error 
(ISE), (4), and the Integral Absolute Error (IAE), (5). Then the 
error values are obtained from the filtered signal and the 
approximated signal by the evaluation of the objective 
functions. While the error is minus the approximation is better. 

   
IAE = ∫║e(t)║dt

 (4) 

   
ISE = ∫║(e(t))2║dt

 (5) 

After the evaluation of the objective function, the four 
individuals are ordered from best to worst, first the best 
individual with the lower error, then the second best, 

continuing with the third best and finally the worst individual, 
this is called ranked selection of the optimization process.  

TABLE 1 PARAMETERS USED IN MICRO GENETIC ALGORITMH 

Parameters  Quantity 

Number of generations 100 

Number of individuals 4 

Mutation probability  0.2 

Range  of solutions [0 2] 

Objetive function IAE, ISE 

Variable to optimize A 

 

Subsequently, the crossover operator is applied, the first 
individual will not change because it is the best value and if 
altered, the solution could be lost and the optimum value could 
be inaccurate, that means the valuable genetic information 
could be lost. The crossover operator is applied to the best and 
the second best individuals, then, it is applied to the best and 
the third best individuals. Consequently, the worst individual 
changes completely, taking a random value. The crossover 
takes both values, first and second individual values for 
example, and obtains the mean between them, so, this new 
value, provided by the mean, is the new value of the individual. 

 

Afterwards, the mutation operator is applied according to 
the numerical values of certain parameters, these values are: a 
random value and a proposed mutation of probability value. 
This operator is not applied to the first individual. These values 

 
 

Figure 3 Block diagram of the proposed methodology 

33



are compared, if the random value is greater than the mutation 
probability, the individual remains the same; if not, the 
mutation operator is applied to the individual. When the 
operator mutation is applied, the individual changes completely 
being substituted by other random value.  

The MGA process is done every generation or cycle, 
adopting the final population as the initial population for the 
next generation to be evaluated. The process finishes when the 
number of generations is completed. 

Besides, the former process is applied to the filtered signal 
to find the fundamental wave. In the next step, the sum of 
harmonics is analyzed, taking as reference the filtered signal by 
the band-stop filter. This signal filtered by the band-stop needs 
the previous analysis applied to the fundamental wave and then 
the MGA process is applied to obtain the amplitude of each of 
the terms of every harmonic. The previous described 
methodology is represented in the Figure 3. 

IV. RESULTS Y DISCUSSION 

The results are shown in the following figures. . The 
experimental tests were done with synthetic signals, real 
signals from an IEEE data base and from a physical test bench. 
A single explanation is provided for the results in section A, 
since the procedure is the same for all the sections below.  

A. Results with synthetic signal 

These signals were simulated in the same software 
employing the equations before being explained with a 
frequency of 60 Hz, as in the power line. The Figure 4 shows 
the signal with harmonics. The first step of the methodology 
was to filter the input signal. Figure 5 a) shows the 
fundamental waveform filtered by the band-pass filter and the 
Figure 5 b) shows the remaining signal filtered by the band-
stop filter. Subsequently, the phase of the fundamental wave is 
detected as shown in the Figure 6, and then the micro genetic 
algorithm-based approach is applied. 

 

 

 

 

 

The result of the fundamental wave is compared to the 
signal obtained by the MGA, as shown in the Figure 7. The 
error between the fundamental waveform against the resulting 
signal obtained by the MGA is shown in the Figure 8. Once the 
fundamental wave is obtained through MGA as the principal 
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Figure 4 Synthetic harmonic signal 
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Figure 5 a) Bandpass filtered signal, b) Bandstop filtered signal 
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Figure 7 Fundamental wave compared to estimated signal with MGA 
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Figure 6 Phase detection 
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part of the mathematical model of the harmonics, the MGA are 
applied again to obtain the remaining signal. 

 

 

 

Finally, the results obtained from detection and 
classification through the MGA-based approach is presented in 
Figure 9. The coincidence between the signal with disturbance 

and signal approximated by methodology is considerably high. 
Figure 10 shows the error between them. 

B. Results over real signals from an IEEE data base 

The experimental tests were performed taking data from the 
IEEE data base, work group (P1159.3). These data were used 
due the prestige of this institution and its security. The nominal 
voltage is of 400 Vrms. Figure 11 shows the signal from an 
IEEE data base. Figure 12 a) shows the fundamental wave 
band-pass filtered and the Figure 12 b), shows the remaining 
signal band-stop filtered. Subsequently, the detection of the 
phase is shown in the Figure 13. 

The result of the detection and classification of a harmonic 
through MGA-based approach is presented in Figure 14. The 
error between the fundamental waveform against the resulting 
signal obtained by the methodology is shown in the Figure 15. 

Finally, the result of the detection and classification of a 
harmonic through MAG approach is presented in Figure 16. 
Figure 17 shows the final error. 
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Figure 12 a) Bandpass filtered signal, b) Bandstop filtered signa 

 

0.1 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.2
-1.5

-1

-0.5

0

0.5

1

1.5
Signal with disturbance

A
m

p
lit

u
d
e

Time [s]
 

Figure 11 Signal from an IEEE data base 
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Figure 10 Error final signal 
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Figure 9 Estimated signal with MGA 

0.1 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.2

-0.1

-0.05

0

0.05

0.1

0.15
Signal error

E
rr

o
r 

(p
u
)

Time (s)

 

 

Tracking error

 
Figure 8 Error between fundamental wave and estimated signal with 

MGA 

a) 

b) 

35



 

 

 

 

 

 

 

 

 

 

C. Results of signals of physical test bench 

These signals are of an experimental test obtained from an 
implemented test bench.  
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Figure 18 Signal of physical test bench 

 

0.1 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.2
-1.5

-1

-0.5

0

0.5

1

1.5
Phase Signal Detector

Time (s)

A
m

p
lit

u
d
e

 

 

Original signal

Phase Detection

 
Figure 13 Phase detection 
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Figure 17 Error final signal 
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Figure 16 Estimated signal with MGA 
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Figure 15 Error between fundamental wave and estimated signal 

with MGA 
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Figure 14 Fundamental wave compared to estimated signal with 

MGA 
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The test bench consists of an analog power system 
integrated by amplifiers, a high power transformer, and other 
electric elements to inject the power disturbances; the nominal 
voltage used was 127 Vrms. These disturbances were 
generated digitally in a proprietary synthesis board through a 
digital-to-analog converter. For each experiment, only one 
phase of the power system was considered. Figure 18 shows 
the signal from an IEEE data base. In Figure 19 a) shows the 
fundamental wave by band-pass filter and in the Figure 19 b), 
shows the remaining signal by band-stop filter. Subsequently, 
the detection of the phase is in Figure 20. 

 

 

 

 

 

The result of the fundamental wave compared to the signal 
obtained by the MGA, is shown in Figure 21. The error 
between the fundamental waveform against the resulting signal 
of the MGA is seen in Figure 22. Finally, the result of the 
detection and classification of a harmonic through MAG is 
presented in Figure 23. Figure 24 shows the final error. 
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Figure 23 Estimated signal with MGA 
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Figure 22 Error between fundamental wave and estimated signal 

with MGA 
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Figure 21 Fundamental wave compared to estimated signal with 

MGA 
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Figure 20 Phase detection 
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Figure 19 a) Bandpass filtered signal, b) Bandstop filtered signal 
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TABLE 2 RESULTS OF OBJECTIVE FUNCTION 

Signal 
Individual 

1 
Individual 2 Individual 3 Individual 4 

 IAE 

Synthetic 31.9943 37.134 75.99 33.1662 

IEEE 13.8693 16.2379 40.0431 15.7126 

Real 33.4307 49.1578 258.725 35.365 

 ISE 

Synthetic 25.075 222.6847 9.45E+05 29.2564 

IEEE 10.0201 31.9076 3.17E+03 12.5034 

Real 35.9918 110.0565 1.84E+06 42.6476 

 

It could be observed that the methodology used in this 
paper makes a fine approach to the real signal. In the case of 
the synthetic signal, the approximation produces less than 0.5% 
of error. Nevertheless, the variation obtained from the IEEE 
waveforms tests is far greater than that of the tests executed 
with synthetic waveforms. This methodology also offers a fine 
approximation done with a signal obtained in a real test bench, 
with less than 10 % error. 

Finally, Table 2 shows the mean values of the different 
objective functions used. The best approach was obtained with 
ISE function. Although the values obtained with both functions 
were very close, it is important to get small value variations, as 
this offers a better final result. 

V. CONCLUSIONS 

In conclusion, the heuristic methods are a suitable 
technique capable of solving many problems in engineering as 
shown by the results obtained from the proposed methodology. 
In the developed work, the proposed methodology with the 
micro-genetic algorithms for detection and classification in a 
single stage verifies the versatility of the technique. 
Furthermore, another important aspect of the proposed 
methodology is that the micro-genetic algorithms can work 

with problems in which the non-linearity is present, as with 
waveforms present in the real world. In addition, introducing a 
MGA to this approach leads to save computational resources 
by reducing the amount of individuals. Other advantage about 
this methodology is the application of the heuristic methods; 
they do not require the application of advanced mathematics, 
differential calculus or gradients to provide an optimal result as 
the conventional techniques. Moreover, the proposed 
methodology works in each cycle of the signal with 
disturbance and is able to find a different amplitude or 
alteration in the fundamental waveform, thus detecting the 
harmonic content. In the meantime, the proposed methodology 
is capable of detecting and classifying the different harmonic 
content in only one stage, offering an alternative solution for 
the detection and classification of disturbances in the field of 
power quality.  
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Abstract—Expansive soils are very problematic to civil 

engineering because they experience changes of volume due to 

variation in their moisture. Those soils can produce damage to 

light structures and heavy economics looses. For many years, 

extensive research has been carried out on the usability of some 

conventional additives to improve the quality and/or stability of 

fine grained soils. This paper presents a recompilation of 

methods or techniques for stabilization of an expansive soil 

consisting in reducing its swelling capacity using polymer, lime, 

cement, fly ash, plaster, sodium chloride etc. It presents progress 

on the experimental program for the abatement technique of the 

expansive soil. The physical and mechanical properties of soils 

are affected by the freeze-thaw cycles in cold regions. Many 

geotechnical applications such as embankments, unpaved roads, 

railroads and buried structures may be vulnerable in expansive 

soils. In order to improve the engineering behavior of these soils, 

several techniques are available in geotechnical engineering 

practice such as mechanical stabilization, chemical stabilization, 

or a combination of many methods to create an improved soil 

material that possesses the desired engineering properties. 

Environmental conditions as wetting-drying cycles cause 

variation in the moisture content of soil, resulting in cyclic 

swelling and shrinkage. Soil in nature undergoes volume change 

in several ways; swelling or collapsing due to an increase in water 

content, rebound due to release of load, settlement due to load 

application and shrinkage due to water loss.  

Keywords— Expansive clays; Stabilization; Polymer; Lime; 

Cement; Swelling- shrinkage potential, fly ash, wet-dry cycle soil, 

inverted hollow structures. 

I. INTRODUCTION 

Expansive soils are those which experience great changes in 

volume when their water content varies, these types of soils 

are widely distributed throughout the world (Huang and Wu 

2007; Sabtan  2005). Volume changes in this type of soil are a 

major cause of natural disaster, since they cause extensive 

damage to the structures and infrastructure on top of them 

(Assadi and Shahaboddin, 2009; Avsar et al., 2009; Chen and 

Lin 2009;  Ferber et al., 2009). 

The swelling is related to three factors: geology, mechanical 

engineering soil and environmental conditions. Volumetric 

changes of these soils produce extensive damage to structures 

and infrastructure on top of them (Seco, 2010). 

Grain sizes less than 2 microns are classified as clay mineral. 

The main clay minerals are silicates aluminia; sometimes it is 

replaced by iron, sodium, magnesium, lithium. Clay minerals 

are divided according to their structure into three groups: 

montmorillonite, kaolinite and illite (Avsar et al., 2009). The 

montmorillonite has the property of swelling upon contact 

with water. The swelling is due to the cation exchange 

capacity possessed by the mineral to absorb water molecules. 

There are some methods to stabilize swelling clays such as: 

• Stabilization by mechanical methods, compaction is best 
known. 

• Stabilization drainage. 
• Stabilization by electrical means, where the electroosmosis is 

best known. 

• Stabilization use of heat and ignition. 
• Stabilization by chemical means, usually accomplished by 

specific agents such as cement, lime, asphalt (López-Lara et 

al, 2010). 

Durability is the property of a geotechnical material that 

reflects its performance under freeze-thaw and wetting-drying 

cycles. Freeze-thaw test should be conducted in areas that are 

subject to freezing conditions, such as cold regions, while 

wetting-drying cycles should be conducted in all geographic 

areas (Zhang and Tao, 2006). 

In general, there are several scholars who have examined the 

utilization of waste and recycled materials as a stabilizing 

agent to enhance the strength of weak soil (Ahmed et al., 

2010; Attom and Al-Sharif, 1998; Arora and Aydilek, 2005; 

Jha and Gill, 2006; Kamei et al., 2007; Khattab et al., 2008; 

Khouri and Zaman, 2007; Maslehuddin et al., 2008; Miller 

and Azad, 2008). 
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II. LITERATURE REVIEW 

II-A POLYMER STABILIZATION  

In recent years, construction has been used so-called 

geosynthetic products manufactured using polymers that are 

geotextiles and geomembranes products which  have four 

main functions: separation, to avoid or minimize mixing of 

materials of different particle size; filtration and drainage, to 

prevent the migration of soil particles allowing the free flow 

of water and gases; reinforcement to withstand stresses, 

stabilize the soil mass and protect geomembranes; and sealing, 

to form a barrier that prevents the passage of fluid and soil 

particles. The use of the polymers is to form a water-resistant 

structure; some synthetic resins such as aniline system of 

organic nature increase the mechanical strength of the soil 

improving cohesion (López-Lara et al., 2010). Polymers can 

be reinforced with different fillers to improve the surface 

textures. The most common nano-sized fillers were carbon 

nano-tubes, nano-sized particles and intercalated layers. 

Because nano-particles have significant surface sizes quantum 

effects, their incorporation into a polymer matrix improve 

several material properties. In general, the microstructures of 

clay/polymer nanocomposites are classified according to the 

level of intercalation and exfoliation of polymer chains into 

the clay galleries (Hussain et al., 2006; Kiliarisand and 

Papaspyrides, 2010).  

II-B CEMENT STABILIZATION 

The chemical stabilization of expansive soils using lime and 

cement has been tested years ago (Abduljauwad, 1991) 

Stabilized with cement is similar to using lime and produces 

similar results. Through links between calcium cement 

hydration products silicate and aluminate with soil particles 

(Al-Rawas, 2005). Cement binds the particles together causing 

soil reinforcement and thus reduces swelling parameters 

(Nalbantoglu and Gucbilmez, 2001). Similarly the use of 

cement for stabilizing soils reduces the liquid limit, plasticity 

index and increases the shrinkage limit and shear (Al-Rawas, 

2005). 

 

II-C LIME STABILIZATION 

The lime additive reacts with the soil particles, and decreases 

the swelling potential while increasing the strength and 

durability o the soil (Du et al., 1999; Guney et al., 2007).  

A number of waste materials have been used in the 

stabilization of soils in order to reduce both environment 

problems and the requirement for traditional additives such as 

lime and cement. Rice husk ash (RHA) is an agriculture 

residue that is one of these waste materials obtained from the 

outer covering of rice grains during milling process. RHA 

includes a huge amount of silica with high specific surface 

that is very suitable for activating the reaction of soil and lime 

(Choobbasti et al., 2010). Some researchers showed that the 

RHA was a promising pozzolanic material to improve lime or 

cement-stabilized soils (Balasubramaniam et al., 1999; Basha 

et al., 2005; Muntobar, 2002). Muntobar (2004) shows that the 

addition of 6% lime in combination with RHA principally has 

a significant effect in reducing swell and swelling pressure 

(ps) of the clayey soil. Alhassan, (2008) started that the 

unconfined compressive strength (UCS) of the specimens 

increased with the addition of lime-RHA in clayey soil. Lime 

improves the engineering properties of clay. 

Lime is used in engineering works such as road construction, 

walls, foundations and slabs. If lime is added to the clay soils 

in the presence of water, a series of reactions occur resulting 

in the improvement of the properties of soils. Such reactions 

contain cation exchange, flocculation, carbonation and 

pozzolanic reaction (Al-Rawas, 2005). This involves strong 

attractive forces between the layers and a stack of a great 

number of layers (Al-Mukhtar et al., 2012). Such reactions 

change the texture of the clay providing coarser particles 

decrease in plasticity and increase in soil resistance. The 

cation exchange is carried out between the cations of the 

surfaces of the particles of clay and lime. The effect of this 

exchange causes those clay particles approaches to each other. 

Flocculation is essential for altering the engineering properties 

of clay soils treated with lime (Al-Rawas, 2005). The adhesion 

of clay particles in flocs occurs and results in a floor with 

improved engineering properties as denser structure, low 

plasticity, greater permeability and low swelling (Avsar et al., 

2009).  

In cold regions the most important factor determining the 

engineering behavior of fine-grained expansive soil is freeze-

thaw (F-T) cycles. Fine grained soils influenced by F-T cycles 

show changes in volume, strength and compressibility, 

densification, unfrozen water content, bearing capacity and 

microstructure (Mohmann-Porebska, 2006).   

The lime column technique consists of holes in the ground 

filled with lime. Lime columns are constructed in situ by 

mixing quicklime with the natural soils using a giant egg-

beater auger. To construct a column the auger is drilled into 

the soil to the required depth, the direction of rotation is 

reserved, and the auger is slowly withdrawn. As the auger is 

withdrawn, powdered quicklime is pneumatically pumped into 

the soil. Tenoz et al., (2006) the stabilization process provided 

by the lime columns is controlled mainly by the lime 

migration. For an efficient stabilization, calcium and hydroxyl 

ions should migrate through the clay, because hydroxyl ions 

cause highly alkalinic conditions in clay soil. Highly alkalinic 

conditions give rise to the slow solution of alumino-silicates 

which are then precipitated as hydrated cimentitious reaction 

products (Diamond and Kinter, 1966). 

 

II-D LIME AND CEMENT MIXTURE STABILIZATION 

Improving fine-grained soils and its stabilization is a 

technique used in road construction. The process makes 

compact soft soils reducing its plasticity and therefore 

improves their ability to support mainly Lime (quicklime, 

slaked lime and lime milk) are the most used products 

(Khemissa and Mahamedi, 2014). Some treatment studies 

affirm the action of cement and lime in its plasticity and 

swelling characteristics (Abdelkrim and Mohamed, 2013; 
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Afés and Didier, 2000; Bahara et al., 2004; Bell, 1996; 

Nalbantoglu, 2006; Stavridakis, 2006; Tenoz et al., 2006).  

 

 

However, mix treatment allows: 

 To more decrease the plasticity index, clay becomes no 

expansive and better compactable.  

 To increase the soaked and unsoaked CBR values, 

allowing this fact of increasing the bearing pressure of 

clay and reduction of its expansibility. 

 To increase the shear strength of clay, therefore of its 

bearing capacity (Khemissa and Mahamedi, 2014). 

 

However, the best performances are obtained for a mixed 

treatment corresponding to 8% cement and 4% lime contents 

(Khemissa and Mahamedi, 2014). 

 

II- E PLASTER STABILIZATION 

Soil stabilization with plaster is not very common in practice 

and information about their behavior is very limited, although 

over time there have been some studies with this additive. 

Bell (1996) Reported on the effect of stabilizing dispersive 

plaster floor (erodible) especially in the construction of dams 

and earthen walls, and reported that the cast in the form of 

finely divided powder can be used as a stabilizing material due 

to its relatively reasonable cost and water solubility. 

comparative study of different additives for stabilization in 

concluding that the plaster although considered to be 

ineffective as a soil stabilizer is possible to use this 

effectively, provided it has been in proper hydration and best 

gypsum content was 4-6 % (López-Lara et al., 1999). 

Yilmaz and Civelekoglu (2009) conduct tests with different 

contents of bentonite compacting plaster adding to its 

optimum water content. After a curing period, changes in 

plasticity parameters percent swell and resistance were 

evaluated concluded that the cast may also be a good stabilizer 

for expansive clay soils to be diminished this. Although clays 

can also be stabilized with lime, gypsum cost is about 2-3 

times less expensive than lime. In addition, waste gypsum-

based products in the industry can also be used in stabilizing 

clay soils. 

 

II- F FLY ASH STABIILIZATION 

The use of fly ash produced by coal combustion as an 

expanding agent to stabilize the soil is very productive for 

improving mechanical properties of this (Ferreira et al., 2003). 

Fly ash improving favorably reduces the swelling power and 

swelling clays prevent swelling under small pressures 

foundations (Nalbantoglu, 2004). Fly ash is widely used in the 

construction industry since it is a pozzolan, which is a silica 

material and aluminosilicates silica possess little or no 

cementitious value, but in the presence of water chemically 

react with calcium hydroxide at temperatures ordinary to form 

compounds possessing cementitious properties. 

Nalbantoglu (2004) reported clays studies with fly ash in 

Cyprus improved efficiency on these to improve the texture 

and plasticity of the soil by reducing the size of clay particles, 

and expansive plastic potential index due to the cation 

exchange capacity (CEC). 

 

II- H SODIUM CHLORIDE STABILIZATION 

Salt is a natural stabilizer, which is approximately 98% 

sodium chloride (NaCl) and 2% clay and silt, whose 

fundamental being hygroscopic property, is to absorb moisture 

from the air and surrounding materials to evaporation reducing 

point and improve soil cohesion. 

Garnica (2002) says that the coagulating power that has 

produced less mechanical effort to bring the desired 

densification, this occurred because the ion exchange between 

sodium and fine mineral components of cementitious 

materials causes a reaction. There are some published papers 

presenting stress-strain behavior of soils stabilized with 

sodium chloride. Various authors have studied the effect of 

sodium chloride on the mechanical properties of soils, mainly 

in the physical properties with contradictory points regarding 

the change in the volumetric weight of a clay with the addition 

of the salt, because some researchers say a small increase, 

others have found no such thing; but it does seem to be a 

common agreement is that the addition of salt makes optimum 

moisture is decreased (Garnica, 2002). 

Analyzing studies evidenced that not all soils respond 

adequately to the addition of sodium chloride way to improve 

their physical and mechanical properties. 

  

II-G SLABS ON EXPANSIVE SOILS 

A- STRUCTURAL FLOOR SLABS 

The best method to prevent floor movement is to construct a 

structural slab supported on each side by grade beams and 

provide a void beneath the slab to prevent contact between the 

soil and the slab. 

The most convenient construction method is to provide a 

crawl space beneath the slab. This can be readily provided in 

major structures such as schools and office buildings. The 

crawl space provides access for inspection, can be ventilated, 

and can also as a convenient area for utility pipes and conduits 

(Huan Chen F., 1975). 
 

B- RAISED FLOOR SYSTEM 

The raised floor system is constructed by placing Verticel J-

void (waved cardboard boxes) upon a level subgrade. The 

spaces between the boxes contain reinforcing and form-

supporting ribs and cardboard boxes in a monolithic concrete 

placement.  A typical plan and cross-section is shown on 

figure 1 (Huan Chen F., 1975). 
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Fig. 1. Raised concrete floor system (Huan Chen F., 1975). 

 
C- HONEYCOMB SYSTEM 

The development of the honeycomb system was based upon 

the assumption that comparatively slight movements of some 

clays reduce or relieve swelling pressure. The foundation 

consist of longitudinally split sonotubes that are placed with 

the opening toward the soil as shown in figure 2, the bottom 2 

inches of the space between sonotubes being filled with sand. 

The sonotube forms stand up well during placing of the 

concrete but disintegrate after being wetted. After the tube 

disintegrates, the sand runs out from under the joints.  

It was theorized that as the clays swells, it could expand into 

these openings and reduce the swelling pressure. The system 

has been tried in a few limit cases in Denver area with 

doubtful success (Huan Chen F., 1975). 
 

 
Fig.2. Typical honeycomb form system (Huan Chen F., 1975). 

 

At the Universidad Autonóma de Querétaro in 2014 an 

experimentation was realized in laboratory using test tubes of 

remolded soils placing a varied quantify drills and realizing on 

expansive tests. 

Based on the same principle has been used as an alternative 

solution to the problem of expansion of soils using hollow 

structures inverted to be kept in good condition despite the 

expansion, in structures that can be supported directly on the 

ground controlling the expansion direction (Behzad, 2012). 

This technique is described by Bowles (1996), and is to enable 

the floor expand into cavities built into the foundation in order 

to reduce movement to a tolerable amount. There are different 

solutions that work under this principle; the principal is the 

foundation by ribbed slab (López-Lara et al., 2014). 

The principle used for the analysis of ribbed slabs in which the 

expansion is controlled soil where knowing the volume 

change soil working expansion is possible for this to act in a 

convenient manner and not harmful to the structure. This was 

achieved by drilling the soil mass whose dimensions are 

calculated in volume dimension requiring be absorbed (López-

Lara et al., 2014).  

Soil was taken with the following characteristics: 

• SUCS Rating = high plasticity clay, CH 

• Specific gravity relative, Ss = 2.55 

• Volumetric weight, γm = 1.62 g / cm3 

• Expansion under load, 27.50% 

• Properties index (Table 1) 
 

 

 

 
 

 

 

 

 

 

 

 

 

Fig.2. Comparing between ground natural expansion and 

expansion using the proposed method (López-Lara et al., 

2014).  
 

Table I. Rate of natural soil properties (López-Lara et al., 

2014). 

 
 

Based on the results it was found that 5% to reduce expansion 

of the land, the volume percentage is necessary to remove 

1.40% (López-Lara et al., 2014). 

 
 

Characteristics Values 

Color Dark brown

Depth (m) 1.20

Natural water content (%) 41.79

Liquid limit (%) 86.00

Plastic limit (%) 32.53

Plastic index (%) 53.47

Linear contraction (%) 21.15

Contraction limit (%) 15.93

Volumetric weigth (gr/cm3) 1.58

Specific grativity 2.62

Passing No. 200 sieve (%) 98.62

Physical characteristic of the soil

Controlled 

swelling 

      

Volumetric    

swelling 
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III EXPERIMENTAL PROGRAM 

III-A  SITE SELECTION AND MATERIAL  

The soil used for this study was obtained from Jurica, 

Querétaro, México. Previous ground investigations carried out 

at the site indicated the presence of expansive soil. We 

obtained a disturbed sample by excavating in the field. The 

expansive soil was encountered at a depth of about 1.20 m 

below the ground surface. The disturbed soil was excavated 

and transported by dump truck to the Autonomous University 

of Querétaro for preparation and testing. Based on the 

Casagrande plasticity chart, the soil was classified as high 

plasticity clay (CH) shown in Fig 3. The soil showed a high 

plasticity index 37.40% (Table I) (López-Lara et al., 2014). 

Generally, if you get a higher plasticity index and activity of a 

soil, the higher will bethe swelling potential (Al-Rawas, 

2005).  

 

 
Fig. 3. Sampling site and dump truck. 

 
 

III-B STABILIZATION TECHNIQUE  

At the Autonomous University of Querétaro the soil was 

excavated to replace the expansive soil; the dimension area 

was 2 m x 2 m and 1.40 m of depth. They were placed in the 

ground 8 tubes PVC C80 with 10 cm of diameter and a length 

of 1.20 m. The tubes were perforated in totally with a diameter 

of 5 cm shown in Figs 4 and 5. 

 

 
Fig.4. Tubes PVC C80  

 

 
Fig. 5. Site exvacated at the Autonomous University of 

Querétaro 

 

An impervious surface and a layer of 20 cm of gravel were 

placed before the expansive soil was compacted with a 

vibrator compactor layered 20 cm show in Fig. 6. Four hoses 

were placed to the bottom of the excavation to saturate the 

ground shown in Fig. 7, after the same is loaded with 2 tons / 

m2 with sand bags. 

 
Fig. 6. Impervious surface, 8 inches of gravel and a hose. 

 

 
Fig. 7. Compaction of the expansive soil with the vibrator 

compactor. 

 

After loading the ground, the expansive soil was saturated for 

2 months, and we to took measurements of level every day for 

a couple of months to see if there was a volumetric expansion 

on the ground and know how much the swelling potential of 

the expansive soil was reduced.  

IV RESULTS AND DISCUSSION 

Expansive problems occure all around the world, causing 

damage to all types of structures, producing electrical and 
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economic losses. Some authors use mechanical methods to 

separate, such as compaction electroosmosis, or the use of 

chemical additives, cementitious products like lime, cement 

and gypsum. While not all chemicals react as agents or 

additives, in practice it is more common to use the cement or 

lime or a mixture of 8% of cement and 3% or 4% lime 

(López-Lara et al., 2014). This technique was tested in  the 

laboratory with very great results, therefore it was concluded 

that this technique reduced extracting volume of 5.40% and 

6.60% from the initial swelling of the unchanged soil, 

meaning that given the unchanged natural vertical swelling 

soil of 12.70%, this technique would be reducing it to 74% 

(López-Lara et al., 2014). 

 

Table  II. Parameters obtained to calculate the load capacity 

according to Skempton (Bimbela-Osuna, 2014). 

 

 
 

As shown in Table II we observe the loading capacity of the 

soil in a remoulded state, we also obtained loading values with 

a retired volume of 1.60%, 2.20%, 4.40%, 5.40%, 6.60% and 

13.80%, these percentages were taken because of the results of 

a considerable expansion decrease. The tests were conducted 

in a natural water content. 

 

By observing the results for the loading capacity, it is 

considered that is feasible, considering the living place weight 

of 4 ton/m2 for an average house of two levels.  
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Abstract- This paper aims at improving the 

development of any system ground (SPT) by developing a 

new bio-friendly materials (MPS) with low resistivity to 

the passage of an electric current high or low magnitude to 

replace or improve soil around the electrode in a system 

ground). 

The new material is a combination (mixture) of 

different materials with low electrical resistivity, having as 

base material bentonite. 

The purpose of this substitution or soil improvement is 

to improve the dissipation of a current in the ground in 

case of high magnitude discharge (lightning) or low 

volume (a short circuit), this in order to protect both the 

building wiring and equipment installed in the buildingbut 

mainly users such construction. 

 

 KEYWORDS: Material Soil Enhancer (MPS) 

Grounding System (PTS), Sodium Bentonite, soil 

resistance. 

1. INTRODUCTION   

A power system in a building is usually protected by lightning 
strikes with lightning conductors that are provided with a low 
resistance connection to the ground, to allow large currents can 
be downloaded to the general mass of earth, which provides 
some resistance current flow. 

Three phase power systems are connected to ground by 
connecting one or more points selected neutral grounding 
system buried. Such lands are designated as land system. In 
electrical installations, all conductive metal parts are 
interconnected and grounded to protect people against electric 
shock. . (Essam Al-Ammar, 2010). 

Ideally, the grounding system must be designed to "zero 
impedance" to provide effective performance of fault currents 
and to avoid the potential increase in and around the substation. 
In practice, however, could not be reached "zero impedance". 
In order to obtain an adequate system performance grounding, 
the grounding system must be designed with low impedance 
earth, and the optimal design of grounding systems can be 
achieved by considering two properties main electrode 
geometry parameters-earth / configuration and soil. 

 

2. BACKGROUND 

 
a) System Grounding 

  A grounding system is a safety mechanism that is part of the 

electrical installations and that is to lead any deviation from 
the current to the ground, preventing the user from contact 

with electricity. 

This means that some plants sector is connected through a 

conductor to earth so that in case of an unforeseen current 

shunt or failure isolates, people do not electrocute on contact 

with the devices connected to it. 

 

Also called grounding or earthing, the grounding system 

involves the use of a piece of metal that is buried in the soil and 

can even reconnect to the metal parts of a structure. Through 

an insulated wire, this piece of metal is connected to the 

electrical system and through the sockets, the devices 

connected to electricity. The grounding also contemplates the 

use of a differential switch that is responsible for opening the 
electrical connection to register a current through the ground. 

 

What we call grounding is a mechanism that has buried metal 

parts (called spears, pikes or electrodes) and drivers of different 

classes that link the various parts of the facility. Fig. 1 

illustrates all components of a grounding system.   

Arresters, for example, operate with a grounding system, 

driving the discharge to an area of low resistance. 
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Fig. 1. Traditional Grounding System 

a) Earthenhancing material 

Invented in 1992, the ground reinforcing material (GIM) is 

a high-quality conductive material that solves the toughest 

grounding problems. The GIM has low resistance, non-

corrosive, is composed of coal dust, material that improves the 

efficiency of Grounding System, especially in areas where the 

conductivity is very poor.  

GIM improves grounding regardless of soil conditions. It is 

ideal for use in areas of poor conductivity such as rocky 

ground, mountain tops and sandy soil material. GIM is also 

the answer in situations where they can not be buried ground 

rods, or where the limitations of the soil surface hinder proper 

grounding by conventional methods. The conclusion is one. 

GEM is the best material to reduce the resistance to ground 

and keep it down permanently. No other material provides a 

high conductivity so over the lifetime of the grounding system 

In order to maximize the benefits of filling, IMT in 

use must have the following characteristics:  

 

 Must be compactable both GIM as soil. 

 Naturally inert.  

 Having low and stable resistivity.  

 Able to maintain resistance grounding with 

low minimum fluctuation for a long period of 

time. 

 Are filtered over time.  

 Economically viable. 

 

b) Methods to reduce the resistance (impedance) 

of land 

There are two ways to reduce ground resistance; ie, 

permanent and temporary. Many materials have been used 

for this purpose. Include bentonite, steel furnace slag, the 

accumulation of groundwater through deep wells, and a 

variety of other methods and techniques (R. Zeng, 2002). 

Have been reported kilo-ohm-meters on the rocks to a few 

ohm-meter in clays. Data describing the change in 

resistivity for different soil types are the grain size, 

temperature, moisture and salt content. (N. MohamadNor, 

2006). However, these data are representative of soils 
under low magnitude currents, low frequency, and are not 

necessarily valid in large Quick pulse magnitude.  

 

c) Bentonite 

Clay is known for its low soil resistivity compared 

with sand and rock. Using a coaxial cylindrical test cell, 

and PortelaVisacro (1987) reported that for the same 

percentage of soil water content and for a given applied 

voltage low frequency magnitude, the resistivity of wet 

clay was found to ten times smaller than sand with the 

same moisture content.  

 

Bentonite applying enhancement material as electrical 
ground (GIM) has been investigated. Bentonite is a type of 

clay that has a high propensity to absorb and retain water, 

and swells. This property makes it desirable for 

applications in improving the system grounding, and that 

could result in the reduction and minimize the fluctuation 

of the earth resistance over a long period of time. 

However, these properties depend on the type of bentonite. 

Commercially, there are two types of bentonite available; 

namely sodium bentonite and calcium bentonite. 

 

3. METHODOLOGY 
 

 The project will consist primarily in making the 

characterization of materials used in three stages, to choose 

optimal for our purposes. 

 
a) Physical characterization 

Relations between weights and volumes of soil 
 

The relationship between weight and volume of a soil 

sample, are very important for the comprehensive 

management of the mechanical properties of soils and 

complete mastery of meaning and physical sense. It is 

imperative to express affordably data and conclusions of soil 

mechanics. 
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In soil mechanics weight of the different phases 

(liquid, gaseous solid) with corresponding volumes, through 

the concept of specific gravity, ie the ratio between the weight 

of the substance and its volume is related. 

                                                         
                                                                               Specific weight of the soil mass     Total volume of the soil sample     Volume of the solid phase from the soil sample     Empty volume of soil sample     Total weight of the soil sample     Weight of the solid phase from the soil sample 

 

The specific gravity is defined as the relationship between the 

specific gravity of a substance and the specific gravity of 

water at 4 ° C, distilled and subjected to an atmosphere 

pressure.  

Units in appropriate systems, its value is identical to the 

specific module, corresponding weight, as seen from the 

above. The following specificrelative weights differ. 

                                                                                                             
 

   = Specific gravity of the soil mass   = Specific gravity relative to the solid phase    Specific weight of distilled water. 
 

Is called void ratio, porosity index cavity or the ratio between 

the voids volume and a solid ground:                                                                 
Soil porosity is the ratio of the volume of voids and 

the volume of its mass. Itisexpressed as a percentage: 

                                                       
     = Soil porosity     Empty volume of soil sample     Total volume of the soil sample 

 

The degree of saturation of a soil is the ratio of the 
volume of water and the volume of voids. Usuallyexpressed as 

a percentage: 

                                                  

   = Degree of saturation of the soil     Water volume of the soil sample     Empty volume of soil sample 

 

Is known as water or moisture content of a soil, the 

ratio of the weight of water contained in it and the weight of 
the solid phase.Usually expressed as a percentage: 

                                                   Weight of the solid phase from the soil sample   = Weight of the liquid phase of the soil sample  = Water or moisture content of the soil sample. 
 

 

b) Chemical characterization 

 

The X-ray crystallography is an experimental technique 

for the study and analysis of materials, based on the 

phenomenon of diffraction of the X-rays by solid state 

crystalline. 

 

The X-rays are diffracted by electrons surrounding the 

atoms to be your wave length the same order of magnitude as 

the atomic radius. The beam of X-rays emerging after this 

interaction contains information on the position and type of 
atoms found in his way. Crystals, thanks to its periodic 

structure, elastically scattered X-ray beams in certain 

directions and amplified constructive interference, Creating a 

pattern of diffraction. Several types of special detectors to 

observe and measure the intensity and position of the 

diffracted X-rays, and subsequent analysis by mathematical 

means allows a representation on the atomic scale of atoms 

and molecules of the material studied. 

 

c) Electrical characterization 

 

The soil resistivity is an electro-physical property that depends 

on soil type, moisture content, the amount of salt in the soil 

and temperature. Increasing the moisture content or 

temperature increase reduces its resistivity, while a small 

amount of dissolved salts can easily reduce the value of the 

resistivity. (IEEE, 2000). 

 

Measurement of earth resistance of a single pylon or other 
construction usually requires the overhead wire earth to be 

disengaged or separation of the grounding system of the 

building. Otherwise, you may get a false reading of the 

resistance of the ground electrode and can occur because of 

the parallel connection of the other pylons connected by a 

cable above ground. 

 

Therefore the resistance RE grounding the tower is determined 

as a parallel circuit: 

50

http://es.wikipedia.org/wiki/Difracci%C3%B3n_(f%C3%ADsica)
http://es.wikipedia.org/wiki/Rayos_X
http://es.wikipedia.org/wiki/Cristal
http://es.wikipedia.org/wiki/Electr%C3%B3n
http://es.wikipedia.org/wiki/Longitud_de_onda
http://es.wikipedia.org/wiki/Radio_at%C3%B3mico
http://es.wikipedia.org/wiki/Teor%C3%ADa_de_la_dispersi%C3%B3n
http://es.wikipedia.org/wiki/Interferencia_constructiva
http://es.wikipedia.org/wiki/Difracci%C3%B3n


                                                    
Where 

 

RE = total equivalent resistance grounding system (Ω). 

Ri = Resistance of each state or spades system grounding (Ω). 

 

Since the resistance value RE, soil resistivity calculated 

according to equation: 

                                                  
    = Average value of soil resistivity (Ω). 

RE = total equivalent resistance grounding system (Ω). 

a = distance between stakes (m). 

 
The measuring method according to Wenner determines the 

soil resistivity down to a depth of approx. the distance "a" 

between two ground stakes. By increasing "a", deeper strata 

can be measured and monitored for homogeneity. By 

changing "a" several times, a profile can be measured from 

which a suitable earth electrode can be determined. 

 

According to the depth to be measured "a" is selected between 

2 m and 30 m.  

 

In the calculations of impedance grounding usually only the 

resistance value is determined. In much of the literature 

related to this topic analysis thus addressed, so that in most of 

the published work appears only the resistance value. To know 

the value of the capacity of the ground is part of the equation 

of resistance grounding (eg a vertical electrode) and thus 

becomes (Angel C. Valcárcel, 2003): 

                                                   
 

Where:  

 

C = capacity of the medium. 

Ɛ = absolute electrical resistivity of the medium in which it 

propagates. 

RE = total equivalent resistance grounding system (Ω). 

 

As any wave propagating in a medium is known as done with 
a speed equal to: 

    √                                                       
 

 

Where:  

 

L = inductance of the propagating medium. 

C = capacity of the medium. 

V = velocity of wave propagation. 

 

And it can also be expressed by: 

    √                                                          
 

 

Where: 

 

μ = absolute magnetic permeability of the medium. 

Ɛ = absolute electrical resistivity of the medium in which it 

propagates. 

V = velocity of wave propagation. 

 

Equating the above equations, we obtain: 

                                                           
 

Where:  

 

Ɛ = absolute electrical resistivity of the medium in which it 

propagates. 

L = inductance of the propagating medium. 

C = capacity of the medium. 

 

With these data connection impedance grounding system is 

given by an equivalent circuit, through a model of a median 

line. 

 

Theoretically, the ground resistance of any land or electrode 

system, R, can be calculated using the general formula of 

resistance: 
    (  )                                                        
 
Where: 

ρ → soil resistivity (ohm-meter) 

L → Length of path conductor (meters) 

A → cross-section of the route (square meters) 

 

It is essential to measure the resistivity of the ground as part of 

the design process. The resistivity can vary widely in different 

media terrain. In general, the total resistance having an 

earthing installation consists of the sum of the following parts: 

The resistance of the conductor (land line and trunk with the 

electrode) that connects the ground electrode system must be 

grounded, 

The contact resistance between the electrode surface and the 

ground, 

The resistivity of the soil in which the electrode is buried. 
 

 

 

51



4. RESULTS 

Chemical tests 

One commercial GIM was chemically studied, in order to 

know what was it anatomic composition. In the table 1 are 

showed the elements finned.      

The micrographs and quantitative elemental analysis were 

obtained through the SEM-EDX (Scanning Electron 

Microscopy-Energy Dispersive X-ray spectroscopy), detecting 

largely carbon and less sodium magnesium and aluminum, so 

these elements have a great affinity by water retention. 

TABLE I PROPORTIONS OF MATERIAL IN COMERCIAL GIM 

El AN C norm. 

C 6 59.58 

O 8 28.7 

Na 11 1.34 

Mg 12 0.64 

Al 13 2.31 

Si 14 5.19 

S 16 0.2 

CL 17 1.16 

K 19 0.12 

Ca 20 0.16 

Fe 26 0.59 

 

Total 100 

 

Physical tests 

Soil finned in situ 

In the excavation it was finned several soils with different 

resistivity, caused by the composition of each soil.  

When excavation is performed felt the floor consisted of 

several layers, a characterization was performed a priori, 

based on previous experience. 

  

Figure 2. Wells were used for field testing and soil 

stratification. 

In the figure 2 are sowed all the stratum of soil finned in 

situ and in the figure 3 the resistivity measured of the soil. 

 

Figure 3. Colocation of Fluke device for measuring the 

resistivity of the natural ground and subsequent measurement 

of such resistivity. 

Volumetric weight 

Specific weight of bentonite 676.7 kg / m3 

Specific weight of magnesium sulfate 2660 kg / m3 

Specific weight sodium sulfate 2664 kg / m3 

Based on the results of the physical characterization of each 

material, two mixtures were prepared with different sulfating 

percentage of salts such sum of percentages would not exceed 

15% relative to the total mass of the bentonite, to avoid 

corrosion and also avoid associating negative ion pairs which 

reduces the capacity to conduct electricity in a material. 

TABLE II PROPORTIONS OF MATERIAL USED IN THE PROPOSAL MIXTURE 1 

Mix 1 according to the mass of bentonite 

 

Proportion material according to the weight of bentonite 

MgSO4 5% 

Na2SO4 7% 

H2O 3.5 

 

Mix 2 according to the mass of bentonite 
 

Proportion material according to the weight of bentonite 

MgSO4 5% 

Na2SO4 10% 

H2O 3.5 52
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Resistivity of different materials placed in the test 

wells. GIM

Bentonite

Mixture 1:

Bentonite +

MgSO4 5%

+ Na2SO4

7%

Mixture 2:

Bentonite  +

MgSO4 5%

+ Na2SO4

10%

TABLE III PROPORTIONS OF MATERIAL USED IN THE PROPOSAL MIXTURE 2 

For both mixtures absorption analysis finding that exceeded 

100% in each took place. In fact for the two mixes a result of 

104.69% was obtained, ie weight absorbed water than its own 
weight, this due to the anisotropy properties of bentonite and 

sodium sulfate. 

 

Electrical tests 

 
Soil analysis was performed and it was determined that the 

soil of the place was a silty clay and it had a resistance of 

130.2 Ω * m. 
Mixtures of sodium bentonite a GIM Material, you mixture 1 

and commercial mixture 2 were placed in the same amount 

each of them and in this way to compare the results. 

 

In table number 3, are showed average resistivity results of 

bentonite, mixture 1 and mixture 2 and it respective 

percentage comparable with the resistivity of the soil finned in 

situ. 

TABLE IV   PERCENTAGE REDUCTION IN RESISTIVITY WITH RESPECT TO THE 

NATURAL SOIL 

Average values (Ω * m) 
Natural soil (Ω*m) Bentonite Mixtures 1 Mixtures 2 

130.2 12.71 10.19 9.01 

Percentage compared to natural soil (%) 

9.78 7.84 7.00 

 

Figure 4, illustrates the results obtained in all the test made in 

situ (bentonite, commercial GIM, mixture 1 and mixture 2). Is 

easy to see that two mixture have almost the same resistivity 

about all the measured.  Also it can be see it, that the mixture 

number two has the better results and the resistivity falls until 

7 % (9.01 Ω*m) comparable with the resistivity of the soil 

finned in situ (130.2 Ω*m).    

Figure 4. Comparison of resistivity of different materials 

placed in the test wells. 

 

 

5. CONCLUSIONS 
 

The difference between the mixture 1 and mixture 2 proposals 

is just over one ohm average, ie is achieved by increasing the 

sodium sulphate at 3% according to the weight of bentonite. 
However one cannot adhere more to the mixture because the 

dissolved salts should be less than 15% to avoid corrosion of 

the electrode and the formation of ion pairs. 

Similarly, the difference in resistivity of the mixtures without 

salts with bentonite is about 3 ohm. This means you can see a 

relationship than 1 ohm per 3% of sodium sulfate dissolved in 

the mixture. Because sulfate is the best of disolved salts due to 

their chemical and electrical properties. 

 

the relationship with bentonite is obtained, namely that for our 

soil was reduced by 90% the resistivity of the natural ground 

with a contact area: 1.013 m2 (sonotubo 30 cm diameter) plus 

1% extra for every 3 % of dissolved salts in the bentonite 

according to weight up to a limit of 10% in the sodium sulfate. 

That is, it is reduced depending on the contact area that has the 

GIM. 

If you want to standardize the results for soil types that were 
found at the site, you can use the following procedure and 

apply the following formulas to mix 2. 

 

Area covered by the samples in the evidence presented in sit 

               
(16) 

                                   
(17) 

                                     
(18) 

 

 

Where:   → Resistivity objective of the earth (ohm-meter) 

R → Soil resistivity measured with Tellurometer (square 

meters) 

A → Ground contact area with the material placed (square 

meters) 

D → sonotubo diameter (m) 

 

TABLE V   AMOUNTS OF MATERIAL REQUIRED FOR ANY SOIL 

 

Amount of bentonite Required (Bent) 1 

Amount of sodium sulfate (kg) (Bent)*0.10 
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Amount of magnesium sulfate (kg) (Bent)*0.05 

 

This means any type of soil could be replaced by our GIM 

(mixture 2) and resistivity could obtain needed or equal to or 

less than current regulations. All this depending on the contact 

area of our GIM with surrounding soil, assuming our GIM is 

homogeneous and the electrical energy dispersed in all 
directions in the same way. 
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Abstract—The accurate estimation of modal parameters such 

as natural frequencies and damping ratios is an important 

concern since their values allow the condition assessment of the 

structure, vibration control, as well as to build or update a 

proper model of the structure. Unfortunately, an accurate 

estimation of these values represents a challenge since the 

acquired measurements of structures are noise-contaminated; 

therefore, signal processing techniques should be able to process 

the signal without affecting the natural frequencies and damping 

ratios estimation. In this article, different time-frequency 

algorithms (fast Fourier transform-FFT, random decrement 

technique-RDT, half power bandwidth-HPB and logarithmic 

decrement-LD), to estimate the natural frequencies and damping 

ratios of a civil structure using ambient vibrations are presented. 

This study allows observing which algorithm can estimate the 

modal parameters of a civil structure with accuracy. To validate 

the accuracy of the proposed algorithms, they are applied to the 

estimated responses of a benchmark 4-story 2 × 2 bay 3D steel 

frame structure subjected to broadband ambient inputs 

(Gaussian noise) applied in the x and y-directions. The results are 

also compared with those obtained by a finite element-based 

model. 

Keywords—FFT, RDT, HPB, LD, Natural frequencies 

estimation, Damping ratios estimation, Civil structures. 

I. INTRODUCTION  

The modal parameters such as natural frequencies and 
damping ratios are important values of the civil structures since 
they allow observing the behavior assessment during an 
earthquake and designing a suitable structure capable of having 
a better adaptation to the motion caused by external forces. 
Further, their calculation can be used to implement a structural 
health monitoring (SHM) scheme in an online way [1]. 

To perform the modal parameter identification (MPI) of 
civil structures, artificial and natural excitations have been 
used. The artificial excitations are characterized by requiring 

mechanical systems such as shakers, and drop weights, among 
others [2-3]; but, these types of excitations require an ease 
access to the structure and its temporary closing during the 
monitoring of the structure [4]. Further, the artificial excitation 
for large structures presents some problems. For example, if 
the excitation is small, the structure will not be excited 
correctly making that the measured dynamic signals contain 
only noise; in contrast, if the excitation is too big, the structure 
can suffer damages [5]. For these reasons, recently a significant 
part of modal parameters identifications research has focused 
on ambient vibrations such as wind, traffic, and earthquakes. 
The ambient vibrations present the advantages of being low-
cost and not interrupting the structure normal operation 
because no excitation equipment and traffic interruption are 
required. Further, it allows implementing a real-time condition 
assessment [6-8]. However, the modal parameter identification 
using ambient vibrations represents a challenge, since 
measured data is non-stationary and it is embedded in high-
level noise. 

In this article, different algorithms, FFT, RDT, HPB, and 
LD, are investigated to estimate the natural frequencies and 
damping ratios of a civil structure using ambient vibrations. To 
validate the usefulness of the classical algorithms, they are 
applied to estimate responses of a benchmark 4-story 2 × 2 bay 
3D steel frame structure subjected to ambient vibrations [9]. 
The results are compared with those obtained by a finite 
element-based model. 

II. THEORETICAL BACKGROUND 

This section presents the theoretical background of the 

proposed techniques for MPI of civil structures. 

A. FFT analysis 

FFT is an optimized algorithm for performing the discrete 

Fourier transform (DFT), which is used to obtain the 

frequency content of a time series signal [10]. It is considered 

an efficient technique for analyzing stationary signals. DFT is 

defined by Eq. (1), where x(n) is the discrete time series 

signal, N is the sampling period, n and k are the discrete time 
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and frequency indexes, respectively, and the transformation 

kernel 
nk

NW  is given by Eq. (2). 
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B. RDT analysis 

Proposed by Cole [11], RDT is a time domain method, 
which uses the environmental excitation responses to obtain the 
free response from the raw response measurements. The 
algorithm considers that the random response of any 
mechanical structure is composed by a random part and a 
deterministic part. Averaging enough selected responses with a 
common initial condition a, the random part is removed, 
allowing its utilization as a filter. Hence, the result is the 
deterministic part associated to the free-decay response [12].  

RDT vector is obtained as follows: 

 
aty

N

i

iy
N 
 

)(1

1
)(    (3) 

where y(t) is a measurement from the response signal x(t) at the 
time instant ti, which satisfies the triggering condition a; N is 
the number of the triggering points obtained, and τ is the time 
variable. The used trigger condition is the level crossing 
condition, a, expressed mathematically as follows [13]: 

 

xa 2    (4) 

 

where x is the measurement standard deviation. 1024 points 

after each sample are recommend because it allows generating 
a suitable free-decay response [14]. 

C. HPB analysis 

 The half-power bandwidth method is used to calculate the 

damping ratio of each natural frequency obtained by FFT 
analysis [15]. The damping ratio, ξ, is estimated as follows: 
 

n


2

12     (5) 

 

where n  represents the natural frequency, 1 and 2 are the 

frequencies corresponding to the two half-power points, (Fig. 
1). A small damping means that the structural system cannot 
dissipate the vibration easily, in contrast, a high damping value 
means that the structural system can dissipate the vibration 
quickly.  

D. LD analysis 

 LD method is a time domain technique, which exploits the 
exponential decay property of the free response of a damped 
system to obtain damping ratio information [16]. It is estimated 
by comparing the amplitude of a time signal in different 
periods as follows: 
 

nA

A

n

1ln
)1(2

1


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
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where A is the amplitude value of time series signal in different 
periods and n is the period selected as shown in Fig. 2. 
 It is important to mention that the free vibration must be 
mono-component, which means that the analyzed signal 
contains only one frequency; therefore, a pre-processing or 
filtered of signal is necessary. 
 

III. NUMERICAL VALIDATION OF THE ALGORITHMS EFFICACY 

A. Simulated data 

 In order to demonstrate the effectiveness of the proposed 
algorithms for identification of natural frequencies (FFT and 
RDT-FFT) and damping ratios (FFT-HPB, RDT-FFT-HPB and 
LD) of a civil structure, a MATLAB-based FEA code provided 
by the IASC-ASCE SHM Task Group, where a 4-story 2 × 2 
bay 3D steel frame structure, has been used [17]. The structure 
was subjected to broadband ambient inputs applied in the x and 
y-directions (Fig. 3). Vibration signals were acquired by 

 
 

Fig. 1. Damping ratio estimation using HPB analysis. 

 
 

Fig. 2. Damping ratio estimation using LD analysis. 
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sixteen sensors placed on the building exterior at all four 
stories in the two horizontal directions (x- and y-direction) as 
shown in Fig. 3. Using a sampling frequency of 1,000 Hz, 
40,000 samples were obtained during a time window of 40 s. A 
1% modal damping was assigned to each mode. The vibration 
response data of sensor 15 in the x-direction and sensor 16 in 
the y-direction are used to test the proposed algorithms. Fig. 4 
shows the acquired vibration in x- and y- directions by the 
sensors 15 and 16, respectively. 

B. Results 

 Once acquired the signals, firstly, they are analyzed by FFT 
and RDT combined with FFT, respectively, as shown in Fig. 5 
and 6, in order to estimate the natural frequencies of the 
structure. From these figures, the RDT combined with FFT 
(Fig 6) allows observing and estimating the natural frequencies 
of structure with accuracy, since a maximum error of 1.6% is 
obtained, which is considered as accurate because the 
identified natural frequencies are within 2% of the theoretical 
ones [18], summarized in Table I, demonstrating that the RDT 

helps to lessen the noise contained in the signal; on the other 
hand, the natural frequencies calculated by FFT (Fig. 5) present 
similar results that RDT-FFT (see Table I), however they are 
embedded in noise, which limit and difficult their correct 
estimation.  

 

 
 

Fig. 3. 4-story benchmark structure and locations of the 16 measurement 

sensors. 

 

 
 

Fig. 4. Acquired vibration in (a) x-direction and (b) y-direction by the sensors 15 and 16, respectively. 

 

 
 

Fig. 5.FFT of the measured data in sensors (a) 15 and (b) 16. 
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 Once estimated the natural frequencies of the structures, the 
next step is to estimate the damping ratios of civil structure. To 
perform this task, three algorithms are tested (FFT-HPB, RDT-
FFT-HPB and RDT-Digital Filter (DF)-LD). In the last 
algorithm, a Butterworth filter of order 4 is used to separate the 
natural frequencies in time series signals which are mono-
components in order to be compatible with the LD method. 

Fig. 7 shows the estimated mono-components using the RDT 
and FD, where is possible to observe the eight modes of 
structure, 4 in x-direction and 4 in y-direction, respectively.  
 According to damping ratios estimated by three different 
algorithms, the RDT-FD-LD presents the best results, since a 
maximum error of 19% in the mode 5 is estimated. Therefore, 
the results are considered accurate because the identified modal 
damping ratios are within 20% of the theoretical ones [18], 
summarized in Table I. In summary, these results show clearly 
that RDT-DF-LD is immune to noise and can accurately 
identify the modal damping ratios; however, other alternatives 
should be explored in order to improve the obtained results. 
 

IV. CONCLUSIONS 

This article presents a comparative of different algorithms 

to estimate the natural frequencies and damping ratios of civil 

structures using ambient vibrations. The accurate estimation of 

modal parameters is an important concern since their values 

allow the condition assessment of the structure, vibration 

control, as well as to build or update a proper model of the 

structure. 

In order to validate the accuracy of the proposed 

algorithms, they are applied to the estimated responses of a 

benchmark 4-story 2 × 2 bay 3D steel frame structure 

subjected to broadband ambient inputs (Gaussian noise) 

applied in the x and y-directions. The benchmark problem 

demonstrates that RDT-FFT and RDT-DF-LD methodology 

are effective in estimating the modal parameters using ambient 

vibrations. The estimated natural frequencies and damping 

ratios values are similar to the estimated by the FEA-based 

model. The maximum errors for frequency and damping ratio 

identification are 1.6% and 19%, respectively. 
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Frequency (Hz) Damping ratio 

(%) 

Frequency (Hz) Damping ratio 

(%) 

Damping ratio 

(%) 

1 9.410—y 1.0 9.43 (0.2) 0.17 (83) 9.566 (1.6) 0.60 (40.0) 0.87 (13) 

2 11.79—x 1.0 11.83 (0.3) 0.08 (92) 11.72 (0.5) 1.57 (57.85) 0.90 (10) 

3 25.54—y 1.0 25.41 (0.5) 0.10 (90) 25.39 (0.5) 0.78 (21.22) 0.88 (12) 

4 32.01—x 1.0 32.0 (0.7) 0.03 (97) 32.23 (0.6) 0.51 (48.41) 0.89 (11) 

5 38.66—y 1.0 38.67 (0.1) 0.02 (98) 39.06 (1.0) 0.66 (33.89) 0.81 (19) 

6 48.01—y 1.0 48.2 (0.4) 0.03 (97) 47.85 (0.3) 0.44 (56.11) 0.88 (12) 

7 48.44—x 1.0 48.45 (0.1) 0.02 (98) 48.10 (0.7) 0.49 (51.14) 0.91 (09) 

8 60.15—y 1.0 59.97 (0.3) 0.01 (99) 60.55 (0.6) 0.43 (56.23) 0.91 (09) 

 

 

58



[3] B. Peeters, J. Maeck, and G. De Roeck, “Vibration-based damage 

detection in civil engineering: excitation sources and temperature 

effects,” Smart Mater.  Struct., vol. 10, no. 3, pp. 518-527, Jun. 2001.  

[4] J. P. Amezquita-Sanchez, A. Garcia-Perez, R. J. Romero-Troncoso, R. 

A. Osornio-Rios and G. Herrera-Ruiz, “High-resolution spectral-

analysis for identifying the natural modes of a truss-type structure by 

means of vibrations,” J. Vib. Control, vol. 19, no. 16, pp. 2347–2356, 

Nov. 2013. 

[5] X. H. He, X. Hua, Z. Chen, and F. Huang, “EMD-based random 

decrement technique for modal parameter identification of an existing 

railway bridge,” Eng. Struct., vol. 33, no. 4, pp. 1348–1356, Apr. 2011. 

[6] J. N. Yang, Y. Lei, and N. Huang, “Identification of natural frequencies 

and damping of in situ tall buildings using ambient wind vibration data,” 

J. Eng. Mech., vol. 130, no. 5, pp. 570–577, May 2004. 

[7] W. Shi, J. Shan, and X. Lu, “Modal identification of Shanghai World 

Financial Center both from free and ambient vibration response,” Eng. 

Struct., vol. 36, pp. 14–26, Mar. 2012. 

[8] D. Camarena-Martinez, J. P. Amezquita-Sanchez, M. Valtierra-

Rodriguez, R. J. Romero-Troncoso, R. A. Osornio-Rios, and A. Garcia-

Perez, “EEMD-MUSIC-Based analysis for natural frequencies 

identification of structures using artificial and natural excitations,” 

Scientific World J., pp. 1-12. Article ID: 587671, 2014 

[9] E. A. Johnson, H. F. Lam, L. S. Katafygiotis, and J. L. Beck, “Phase I 

IASC-ASCE structural health monitoring benchmark problem using 

simulated data,” J. Eng. Mech., vol. 130 no. 1, pp. 3-15, Jan. 2004.  

[10] J. P. Amezquita-Sanchez, R. A. Osornio-Rios, R. J. Romero-Troncoso, 

and A. Dominguez-Gonzalez, “Hardware-software system for 

simulating and analyzing earthquakes applied to civil structures,” Nat. 

Hazards Earth Sys. Sci., vol. 12, no. 1, pp. 61-73, Jan. 2012. 

[11] H. A. Cole, “On-the-line analysis of random vibrations”, in Proc. 

AIAA/ASME Ninth Struct., Struct. Dyn. Materials Conf., Palm Springs, 

CA, April 1-3, 1968, AIAA. 

[12] J. He and Z.-F. Fu, “Modal Analysis”, Boston, MA: Butterworth-

Heinemann, 2001.  

[13] J. Rodrigues, & R. Brincker, “Application of the Random Decrement 

Technique in Operational Modal Analysis”, in Proc. 1st Int. Operational 

Modal Ana. Conf., Copenhagen, Denmark, April 26-27, 2005, pp. 191-

200. 

[14] S. R. Ibrahim, “Efficient Random Decrement Computation for 
Identification of Ambient Responses”, in Proc. 2001 Int. Modal Ana. 

Conf., Orlando, FL, USA, February 5-9, 2001, pp. 1–6. 

[15] A. K. Chopra, “Dynamics of Structures,” Pearson-Prentice Hall: New 

Jersey, 2007; pp. 80–89. 

[16] Y. Liao, and V. Wells, “Modal parameter identification using the log 

decrement method and band-pass filters,” J. Sound Vib., vol. 330, no. 

21, pp. 5014-5023, Oct. 2010.  

[17] S. J. Dyke, D. Bernal, J. L. Beck, and C. Ventura, “An experimental 

benchmark problem in structural health monitoring,” in Proc. 3rd Int. 

Workshop Struct. Health Monitoring, Stanford, Calif, USA, 2001. 

[18] W. C. Su, C. S. Huang, C. H. Chen, C. Y. Liu, H. C. Huang, and Q. T. 

Le, “Identifying the modal parameters of a structure from ambient 

vibration data via the stationary wavelet packet,” Compt.-Aided Civil 

Infrastruct. Eng., vol. 29, no. 10, pp. 738–757, Nov. 2014. 

 
 

Fig. 7. Estimated individual modes in (a) x- and (b) y-direction of the 4-story benchmark structure. 

59



Transient thermal analysis for a cell of adiabatic 
calorimeter 

 

González Durán J. Eli, Sanchez Rodríguez Álvaro 
Departamento de Ingeniería Mecánica 

Instituto Tecnológico de Celaya 
Celaya, Guanajuato, México 
eli.gonzalez@iqcelaya.itc.mx 

alvaro.sanchez@itcelaya.edu.mx 

Lira Cortés Leonel 
División de Termometría Área Metrología Eléctrica 

Centro Nacional de Metrología 
El Marqués, Querétaro, México 

 llira@cenam.mx
 
 

Abstract—The present work shows the mathematical 
formulation of transient heat conduction for a cell of adiabatic 
calorimeter, which is considered the best technique for 
measuring heat capacity. For development of the cell was 
established and solved the mathematical model in transient way, 
which approximates the physical phenomenon under which the 
cell operates. To validate or analysis performance among use a 
numerical method for complex geometries. Were compares the 
results of solve the transient heat transfer in a cylinder under 
boundary and initial conditions by means of analytical solution 
and numerical analysis through element finite method by 
commercial software. The analysis from the temperature 
distribution, allow to obtain design criteria, that are generated by 
changing parameters like dimension, temperature and working 
fluids to measure the heat capacity. Is showed the mathematical 
solution with its initial and boundary conditions as well the 
comparison with numerical solution for a cylindrical cell with a 
maximum error from 0.070 % in temperature value among the 
theoretical and numerical analysis for a temperature difference 
of 1 °C. 

Keywords—Adiabatic calorimetry; adiabatic calorimeter; heat 
capacity; element finite method. 

I. INTRODUCTION 
For engineering design, where exist heat exchange as refrigerators or the car engine in the research or development of new substances as refrigerants or working fluids. It is essential to known the amount of energy as heat it takes to raise the temperature of a substance by one degree (heat capacity), as accurately as possible for the efficient use and development of the fluids involved in the exchange of heat. The most reliable way to obtain the value of heat capacity is adiabatic calorimetry technique [1]. And some researchers have developed their own devises which working under this principle as Tan et al. [1], Lang [2], Kobashi [3], Sorai [4], Matsuo [5], Inaba [6] and Magee [7], with different configurations for the geometry of the cell (piece of calorimeter containing the fluid to measure heat capacity) a key element in this type of apparatus. In the laboratory of thermophysical properties of Centro Nacional de Metrología (CENAM), it is developing an adiabatic calorimeter for measuring the heat capacity of fluids at room conditions. One of the most important elements of the adiabatic calorimeter is 

the cell, which containing the fluid to determine the value of heat capacity and it has some other elements such as sensors, heaters inlets and outlets for the fluid. According to the technique, the cell is surrounded by a shield called adiabatic, and its functions is to stay at the same temperature of the cell to avoid heat transfer between both. Both elements are located within a cryostat which is responsible for generating and environment with constant temperature. For a thermal design criteria with respect to the cell, is necessary to analyze the temperature distribution in cell, in ideal case should be constant or equal in any point, but in a real case the temperature gradients are present. Therefore the design criteria will be obtained from the theoretical and numerical analysis necessary considering the smaller temperature gradients, resulting from change of parameters such as size or geometry. Knowing the temperature distribution within the cell, additional information is also obtained, as the location of temperature sensor and the inlets and outlets of fluid. Therefore the following formulations were made: theoretical and numerical (by finite element method) for a cylindrical cell and only numerical for spherical cell. In the present work shows comparison among the results of the analytical and numerical solution for a cylindrical cell and the results of numerically evaluate a spherical cell are also included. To compare and evaluate the temperature distribution between the cylindrical and spherical cell and change the effect to vary its dimensions. 
II. THEORETICAL ANALYSIS 

A. Mathematical formulation 
For theoretical analysis equation of heat conduction is set in a cylindrical coordinate system because the proposal cell presents this geometry.  
The differential equation of heat conduction in the cylindrical coordinate system is:  
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Where  is the thermal diffusivity, k is the thermal 
conductivity,  is density and cp is the heat capacity of the material to be analyzed. Now it considers that the cell is a solid of radius b, height c, and its boundaries are temperature constant Tc. Initially the entire system is at temperature T0, where there is not heat generation inside the cell like Fig. 1 shows together with the coordinate system. Under these conditions and because there is azimuthal symmetry, T is 
independent of  thus the equation to solve is: 
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Whit the initial condition at t=0 with T=T0 at 0rb ; 
0zc and  t>0. And boundary condition T=Tc, at r=0, r=b, z=0 and z=c. It assumes that the variables can be separated 
T(r,z,t)=R(r)Z(z)(t) then substituting in (2) simplifying and 
dividing by ZR we have 
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Thus in (3) the left side are spatial coordinates and time coordinate the right side. 
1) Solving the temporal part The differential equation is equal to a constant  

21  
 dt

d 

it uses the method of separation of variables 

dtd 21   

both sides of the equation are integrated  

   dtd 21  

 
after integration, we have 

t2ln1   

we separate , namely thermal diffusivity 

t2ln  
both sides are multiplied by the exponential 

   tee 2ln  
finally we have the temporary solution 

te 2 
2) Solving the spatial part 1 For the axe z we have  

2
2

21 dz
Zd

Z 

02
2

2  Zdz
Zd 

and de solution to (12) is the way 

 zBzAZ sincos  
where A=(A+B) and B=(iA+iB) 
3) Solving the spatial part 2 For the axe r we have  

222
2

2 11  


  dr
dR

rdr
Rd

R 

Fig. 1. Fig.1. Cylinder of radius and height specified under certain initial and 
boundary conditions in the cylindrical coordinate system. 
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and (14) is a differential equation from Bessel of order  
and is written as: 

2
2

2 11 





  dr
dR

rdr
Rd

R 

rearranging 

01 2
2

2    Rdr
dR

rdr
Rd 

the solution to (16) are the Bessel functions of order , 
which are 

      rYrJrR   , 
The solution is the superposition of all solutions therefore the solution to (3) is: 

       








1 1
,,,

m p
pm tzZrRtzrT  

where R(mr) and Z(p,z) are the eigenfunctions, solutions 
of the equations separated; m and p are the respective eigenvalues. 
B. Applying boundary conditions to find the eigenvalues 

To find the value of , we make a change of variable and 
define T*=TTc the from  

     rBYrAJrR    
and the boundary condition at r=0 

00 **  TTTTTTr ccc  
substituting into (19), and since at r=0, R(r) is finite we have   00  BrBY   
from boundary condition at r=0 

  0bAJ  
because A can not be 0, the values of  are the positive roots of  

  0bJ m 
since the problem includes the origin, Y(r) implies that =0, is divergent. 
To find , from equation  

 zBzAZ sincos  
and from boundary condition at Z(z=0)=T*=0 implies that A=0. And from the boundary condition at Z(z=c)=T*=0 

 cBsin0  
because of (24) B can not be 0, the values of  are 

c
p

p
  

The solution of the equation is 

     








1 1
0

* 2sin,,
m p

t
pmm ezrJCtzrT  

Applying the initial condition to (25), we have 

 
   










1 1
00

*

sin
0,,

m p
pmmc zrJCTT

tzrT
 

To find the constant Cm. we have 

   
    zdrdzrJr

NNC

pm
b c

pm
m





  


sin

1

0
0 0



now to find the norms, to N(m) 

   rJrN m
b

m  2
0

0
 
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from Özisik [8], we have 

     


 


  bJbbJbN m
m

mm 
  2

22
22 12 

with =0 

     


 


  bJbbJbN m
m

mm  2
022

2
0

2 012 

and we have 

    bJbN mm  2
0

2

2  

now to find N(p) 

    c
ppp dzzzN

0
sinsin  

   c
pp zdzN

0
2sin  

    c
pp zdzN

0
2cos2

1
2
1  

evaluating in our dimension, c 

  c
pp zzN

0
2sin4

1
2   

finally we have 

  2
cN p  

substituting in (18) we have: 
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Solving the integral on the right side of (37) 

      zdrdzrJrTT pm
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simplifying and evaluating in (39) 
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c 110 

Finally the solution according to the initial and boundary conditions posed is: 
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Equation (41) was programmed in MATLAB®, and all that is provided are: initial temperature T0, the temperature at the border Tc; the thermal diffusivity value according on the material to be assigned to the cylinder; the radius, the height c and the number of divisions required in the discretization; the initial and final time as well as the time steps, to obtain the temperature in coordinates r,z and any time t. The solution described, convergence is achieves with 65 values for p and for m were taken 200. The finite element method is used by a commercial software to compare the results obtained from the analytical solution. 
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Fig. 2.  Mesh for the numerical model. 
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Fig.3. Comparison among analytical and  numerical solution at centrod of 
cylinder, located at radius of 0.0 cm and height of  3.71 cm. 
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III. NUMERICAL SOLUTION 
A. Model to compare the analytical solution 

For the numerical solution, is used a commercial code that uses the finite element method to approximate the solution of heat conduction (2) show above. 
The model uses in commercial software is two-dimensional, axisymmetric, which allows for the condition of azimuthal symmetry established for the analytical problem. The type of element that was used is a plane 77, which is a 8-node element for thermal analysis, which accepts axisimmetry conditions and transient or steady-state analysis. To calculate the numerical solution was selected a cylinder whose properties: thermal conductivity, heat capacity and density are from the water [9]. The dimension of the cylinder are: radius 24.5 mm and height 74.24 mm. The Fig. 2 shows the mesh used in the model. The boundary conditions are a constant temperature of Tc = 25 °C. The condition T0 en t = 0, was established of T0 = 23 °C. The study was solved for a time of 6000 seconds. 

IV. ANALYSIS RESULTS 
Comparison between analytical solution and the numerical solution is shown in the analysis of results. Fig. 3 shows the evolution of temperature according to the boundary conditions mentioned, which are: T0 = 23 °C at t = 0 and constant temperature Tc = 25 °C for 6000 seconds. The point analyzed exactly was the centroid of the cylinder, according to the coordinates shown in Fig. 1, the location of centroid is r = 0 and z = 3.712 cm. The curve shown in Fig. 3, has a maximum error percentage of 0.065 % between the analytical and numerical solution with a temperature increase of 2 °C. 
In this section are shown the results to 4 different size of cylinder and the sphere. Where is compared the analytical solution (with legend CYLINDRICAL) against the solutions obtained by the finite element method for the cylinder (MEF CYLYNDRICAL) and for the sphere (MEF SPHERICAL). At the point where the temperature gradients is larger and is located at the centroid of the sphere and the cylinder. To reduce solution time and the amount of data the value of thermal diffusivity was taken as the unit. 
 

 
 

Fig. 2. el 

Figures 4 to 8, shown comparison of solutions obtained in temperature over time with initial condition T0 = 30 °C and with boundary condition of Tc = 29 °C. For different dimensions of the cylinder and a sphere of radius 2.5 cm. As can be seen the dimensions of the cylinder which smaller temperature gradient has the 1.5 of radius and 9.9 cm of height. And this is because in a time of 1.5 seconds all the cylinder reaches a uniform temperature. Against to the other configurations, which take longer time, almost twice. 

Fig.4. Comparison among analytical and  numerical solution for a cylinder 
with radius 2.2 cm and hegiht 4.5 cm, against sphere of 2.5 cm radius.  

 

Fig.5. Comparison among analytical and  numerical solution for a cylinder 
with radius 1.5 cm and hegiht 9.9 cm, against sphere of 2.5 cm radius.  
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Fig.6. Comparison among analytical and  numerical solution for a cylinder 
with radius 2.5 cm and hegiht 3.5 cm, against sphere of 2.5 cm radius.  

 
For the next case, the Fig. 8 shows comparison among analytical and numerical solution for a initial condition of T0 = 25 °C and boundary condition of Tc = 35 °C. And is included the result numerical for a sphere of radius 2.5 cm. The error obtained about 0.86 % for this case among analytical and numerical solution was the highest. And it is probably by the big difference in temperature, 10 °C, in contrast to the 1 °C difference in the another cases. 

V. CONCLUSIONS  
The maximum error obtained in this work among the analytical result and numerical method was around 0.86 % for an increase of 10 °C and 0.075 % for an increase of 1 °C. These results show that exist a good agreement by the finite element method. 
From the results shown, the cylinder of 1.5 cm radius and height 9.9 cm reached in a time of 1.5 s a uniform temperature throughout all, half time with respect to other dimensions evaluated. And is seems a good option to development of the cell, however, is needed evaluate another parameters such as temperature sensor location, cell´s material, inlets and outlets for fluid to the cell. 
 

Fig.7. Comparison among analytical and  numerical solution for a cylinder 
with radius 2.5 cm and hegiht 3.5 cm, against sphere of 2.5 cm radius.  

Fig.8. Comparison among analytical and  numerical solution, for initial 
condition of 25 °C and boundary condition of Tc = 35 °C. For a cylinder with 
radius 2.2 cm and hegiht 4.5 cm, against sphere of 2.5 cm radius.  

 
It was shown that the cylinder has best performance than sphere, because the gradients temperature are smaller and reaches steady state in less time.  
The error among analytical and numerical results increase with increasing temperature and decreases as the steady state is reached. 
Numerical analysis provides a tool to change parameters as dimensions, geometric shapes and initial and boundary conditions to analyze the behaviour of a mathematical and/or physical model in less time. 
However the mathematical and numerical models provide only approximations to the physical phenomenon, so it is important to validate the results and the best way is through a prototype and characterize it. 
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Abstract— In this paper the performance of mixes mostly used in 

flexible pavements in Mexico for binders asphalt concrete is 

analyzed. Five different temperature values, that is 10, 20, 30, 40 and 

50 °C control samples were used in the preparation. Performance 

test based on indirect tensile strength in different temperature 

conditions mixtures were evaluated. The test results indicate that 

resistance of the specimens directly decreased with increasing 

temperature, with indirect tensile strength index that can be used to 

measure the moisture susceptibility of the test samples was 

determined the laboratory job to provide a closer result to what was 

it present in the field. 

Keywords— Permanent deformation, Temperature, Indirect 

tensile strength. 

I. INTRODUCTION 

Since the early years of this century up to date has been given 
the job of understanding how they work mechanically 
pavements and thus provide better performance to users, plus 
they are durable to perform its functions, the roads are the main 
means of communication and transportation between people and 
movement of goods within the country, and most are covered by 
a surface layer of asphalt. 

The behavior of this mixture depends on the materials used 
and thermal environmental conditions to which they are 
exposed, which are reflected in the pavement performance. 

The temperature of the pavement and traffic loads are two 
variables that have a significant role in the development of 
permanent deformations in the pavement. The effects of the 
bearing surface more important when subjected to high 
temperatures, while fatigue damage are more pronounced at 
intermediate temperatures and low [1]. 

The permanent deformations are one of the types of failures 
that occur in asphalt pavements when it is exposed either 
separately or in combination at high temperatures, low speeds 
and heavy traffic load [4]. 

Asphalt mixtures have nonlinear or viscous behavior, 
depending on the linear behavior of temperature change and the 
time of application of the load thereon [5]. 

Morca [6] found that at low temperatures the elastic behavior 
is essentially linear and begins to behave as a nonlinear elastic 
material, the viscous behavior appearing as the temperature 
continues to rise, which causes the mixture to flow and move 
easily. Hence, in winter, when temperatures are low, there is no 
plastic deformation, because the mixture behaves elastically, 
while in autumn and spring, when there regularly intermediate 
temperatures, the mixture has much of its elastic behavior and 
plastic deformations are minimal. In summer, at high 
temperatures, the cohesion of the mixture decreases and 
deformations caused by traffic increases; rutting occurs due to 
the viscous component of the mixture and give rise to permanent 
and unrecoverable deformations. 

This study shows the behavior of the asphalt mix in relation 
to indirect tensile strength, ASTM D6931 [1], for five different 
temperatures (10, 20, 30, 40 and 50 ° C) with the purpose of 
analyze its performance under different temperature levels 
which may be exposed to ambient temperature. In addition to 
this an index of resistance to indirect tensile strength that can be 
used to measure the susceptibility of the temperature of the 
asphalt mixes in the testing of samples in the laboratory was 
determined, and the result may vary according to temperature 
testing and temperature at which they will actually be exposed 
on the site. 

II. MATERIALS AND TESTING METHOD 

The objective proposed in this paper is to analyze the 
correlation of temperature directly involved in the permanent 
deformations such as viscous that are irreversible. That is why 
the implementation of the indirect tension test was conducted to 
evaluate the performance of the mixture to temperature changes. 

Tension indirect tests were performed on specimens of 
asphalt mixture; according to ASTM D6926 [2] and tested 
according to ASTM D6931 [3]; the specimen is tested at 
constant deformation of 50.8 mm / min in order to indirectly 
calculate the tensile strength and where most opposition to 
cohesion failure presents asphalt with mineral aggregate, all 
carried out different temperatures at the time of test. 
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A. Materials 

A type of aggregates were used, determining properties 
specified by SCT normative for a nominal size ¾”. Test results 
are shown in Table 1. According to specifications, it is quite 
clear that aggregates do success such standards, in spite of the 
fact that these aggregates are employed in the mostly places in 
the region for asphaltic mixtures production. 

TABLE I.  AGGREGATE GRADUATION 

SIEVE SAMPLE NORM 

    N-CMT-4-04-08 

2"     

  1 1/2"     

      1  " 100 100 

   3/4  " 94 90 - 100 

   1/2  " 88 72 - 90 

   3/8  " 73 60 - 76 

   1/4  " 56 44 - 57 

No.     4 45 37 - 48 

No.   10 27 20 - 29 

No.   20 19 12 - 19 

No.   40 13 8 - 14 

No.   60 10 6 - 11 

No. 100 7 4 - 8 

No. 200 4 2 - 5 

 

 

 

Fig. 1. Curve of aggregate graduation 

 

B. Asphaltic Mixture 

The design of this mixture was done from Marshall Method. 

Based on this methodology, the optimum content of asphalt 

cement is obtained, a conventional asphalt was used (AC-20) to 

test specimens for five percentages of asphalt (4.5, 5.0, 5.5, 6.0 

and 6.5%), molded 75 was used beats by face as specified in the 

International standard (MMP M • 4 • 05 • 035).  

Results for the optimum content of asphalt cement related to 

volumetric weight, the percentage of voids (% VTM), the 

percentage of mineral aggregate (% VAM), Marshall stability 

and flow were obtained. Table 2 summarizes these data. 

 

TABLE II.  SUMMARY OF VALUES FOR THE OPTIMUM CONTENT 

DATUM FOR ASPHALTIC CEMENT CONTENT 

OPTIMUM 
% 

C.A.  

VOL 

W. 

kg/m³ 

VOIDS 

% 

V.A.M. 

% 

STABILITY 

  kg 

FLOW 

mm 

  5.95 2405 3.00 15.70  950 3.30 

 

C.  Indirect Tensile Strength Test 

As mentioned earlier the Indirect Tensile Strength (ITS) of 
asphalts mixtures is conducted by loading a cylindrical 
specimen across its vertical diametral plane at 50mm/min 
deformation rate and 25 ºC test temperature. The peak load at 
failure is recorded and used to calculate the ITS of the specimen.  

The value of ITS is used to evaluate the relative quality of 
bituminous mixtures in conjunction with laboratory mix design 
testing and for estimating the potential for rutting or cracking. 
The results can also be used to determine the potential for field 
pavement moisture damage when results are obtained on both 
unconditioned and conditioned samples [1]. 

 ITS���� 

Where:  

ITS = Indirect tensile strength of specimens  

P = applied load to fail specimens  

H = thickness of the specimens  

D = diameter of the specimens 

π   = 3,14159 

III. RESULTS AND DISCUTION 

Once done the characterization of asphalt, Marshall specimens 

were performed to estimate tensile strength test by indirect 

tension under specified in the aforementioned standard. The 

results correspond to specimens subjected to stress under 

various temperature values in order to see how it directly affects 

behavior of the mixture. The different temperature values with 

which they worked were established according to the 

temperatures recorded for the area of the municipality of 

Queretaro, therefore the temperature range in which the 

pavement surface varies is 10-50 ° C, so the assay of samples 

of asphalt were performed at 10, 20, 30, 40, 50 ° C At 

temperatures ranging binders in the study area. In Table 3 the 

results of the indirect tension for different values of temperature 

were recorded. 
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Table 3  Summary Indirect Tension test for specimen 

Marshall 

TEST TUBE THICK 

NESS 

cm 

WEIGHT 

g 

U.W. 

Kg./m³ 

LOAD 
INDIRECT  

TENSION  

SAMPLE 

num.:  

TEMP 

ºC 

PILL 

num. 
Kg. MPa 

                

1 10 
1 6.60 1202.20 2274 1635.00 1.53 

2 6.70 1190.00 2217 1960.00 1.81 

PROM 6.65 1196 2245 1797.50 1.67 

2 20 
3 6.40 1208.00 2367 960.00 0.93 

4 6.40 1201.70 2350 900.00 0.87 

PROM 6.40 1205 2358 930.00 0.90 

3 30 
5 6.20 1151.10 2384 425.00 0.42 

6 6.30 1204.00 2382 500.00 0.49 

PROM 6.25 1178 2383 462.50 0.46 

4 40 
7 6.50 1212.70 2410 238.00 0.23 

8 6.50 1210.00 2398 220.00 0.21 

PROM 6.50 1211 2404 229.00 0.22 

5 50 
9 6.30 1201.00 2380 112.00 0.11 

10 6.10 1090.00 2410 130.00 0.13 

PROM 6.20 1146 2395 121.00 0.12 

 

 
Fig. 2. Results of ITS and tendency curve (red line). 

Figure 2 presents the results of ITS graphically. We can see that 

the mixture asphalt presented the indirect tensile strength 

decreased considerably above 25C, the reference temperature 

in the test. Also show that the temperature has a no linear 

behavior influence on this parameter, such as is illustrated the 

curve that best fits is the exponential function with, R2 = 0.9937.                   

As seen in Table 3, the results of the tests show that the indirect 

tension is susceptible to the asphalt to changes in temperature, 

where high temperatures is more vulnerable to failure. 

If the value of the indirect tensile strength at the temperature 

specified in the standard 25 °C in the equation obtained is 

calculated, has a value of 0.6159 MPa, therefore, for the most 

critical 50 °C condition all assay it was obtained a ITS value of 

0.1153 MPa, estimating a relationship between these values we 

get the following: 0.1153 / 0.6159 = 0.18, as can be seen there 

is a reduction of 18% of a laboratory test result regarding what 

is present in the field. 

IV. CONCLUSIONS 

The indirect tensile strength is an important parameter to 

analyze the behavior of asphalt mixtures, in spite of this in 

Mexico is not regulated this procedure, however in some 

national specifications apply this parameter to determine the 

quality of the mixture, taking tests by ASTM where the test is 

performed at 25 ° C under load at a strain rate of 50 mm / min 

(Press Marshall). According to the observed one you can say 

that at this temperature the state of stress in the asphalt mixture 

sample to calculate the tensile strength differs with the 

requirements under which it will be in its lifetime. With all this 

we must better utilize data ITS test. Finally what was done in 

this study was reached the following conclusions: 

 

- It's important to determine the temperature gradients in which 

it will be exposed the asphalt mix in the field, for the purpose 

of make a better design with better materials that respond better 

under these effects. 

 

- It was observed that the behavior of the mixture through the 

different temperature decreases exponentially its tensile 

strength. 

 

- According to the estimate of the relationship between ITS 

calculated for the standard temperature of 25 ° C and would be 

presented in the field concluded that there is a reduction of 18%, 

which should be considered in the design of the asphalt mix and 

calculation permanent deformations. 

 

Based on all this, one can conclude that the information 

obtained thus far for changes in temperature asphalt mixtures 

should be analyzed for future search as nonlinear behavior with 

the effect of viscosity submitted by the asphalt directly involved 

in the behavior of the mixture itself. 
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Abstract— The green edification is the practice of create 

models too much friendly with the environment through the 

efficient use of resources and materials used in construction, 

the buildings must provide a comfortable and healthy 

ambient to the occupants able to carry out their activities, if 

the environmental factors in the buildings are in the comfort 

limits, the yield of the students will be better and the work of 

the teachers will be of better quality, so is important generate 

a space with the adequate conditions of temperature, 

humidity and air movement, that is to say, could reach to the 

thermal comfort inside of the classrooms. This article shows 

a comparative studio of a traditional classroom and different 

classrooms appointed with intensives and extensives green 

roofs with thickness of 25, 15 and 10 cm which they were 

developed and characterized by a substratum which was 

composed with a mixture of pumice sand, clay and organic 

material, for this study a plant species of the region was 

used and is known as Aptenia cordifolia, and irrigation that 

was used is with recycled water. The results show us that in 

one of the hottest month in Querétaro, the intensives green 

roofs came down the temperature in 3°C so it is concluded 

that the technologies of the green roofs are a viable 

alternative to achieve comfortable and healthy spaces. 

Keywords—green roofs, sustainability, thermal comfort.  

I. INTRODUCTION  

The green edification is the practice of create models too 
much friendly with the environment through the efficient use 
of resources used in the construction, the introduction of 
plants and landscapes to the surface of roofs could be 
considerate as a technique that reduce the temperature of the 
building to 20°C, in addition reduce the consume of electric 
energy between 25 and 80% in air conditioner [1]. The green 
roofs, also called “eco roofs”, “living roofs” or “garden 
roofs”, are basically roofs with plants in the final layer [2], 
this roofs are generally constructed to improve the energetic 
efficiency in the buildings, but is important to know that 
exist many benefits, in the topsoil the photosynthesis process 
occur while the soil layer permit the absorption of 

precipitation, frequently, the result is an improvement in the 
water quality that runoff of the roof [3]. The green roofs are 
generally classified like extensives and intensives, although 
some authors include semiintensives [4,5]. Table 1 show us 
the classification and the principal characteristics of the 
intensives and extensives green roofs  

TABLE I.  GREEN ROOFS CLASIFICATION 

Principal 

Characteristics 
Extensive Intensive 

Thickness of the 

crop 
Less than 150 mm Greater than 150 mm 

Weight 60 -150 kg/cm² Greater than 150 kg/cm ² 

Irrigation Could be not necessary 
Need of irrigation and 

drainage systems 

Construction Moderately easy Complex technique 

Cost Low High 

Plant diversity Luw (moss and grass) 
High (bush, grass and 

trees) 

Maintenance Simple Complex 

 

The principal function of the Green roofs is to avoid the 
solar radiation that is transmitted inside the building as heat. 
The Green roofs are capable of reflect and absorb about 27 
and 60% of solar radiation respectively through the 
photosynthesis and transmit the rest (13%) to the crop [6]. 
The green roofs forbid essentially the solar heat penetration 
for the cutlery components of the construction [7, 8 9, 10]. 
Reference [11] denote that the green roofs improve the 
thermal yield of a building through the shading, isolation and 
the thermal mass. Reference [12], states that the solar 
absorption is the key property of a green roof. Depending of 
the thickness of the green roof, they will fail to generate 
lower profits or losses of heat, and often has better thermal 
performance.  Increased 10 cm thick substrate increases the 
thermal resistance of the roof of the building [13], however, 
the presence and amount of water largely influences on the 
thermal properties of the green roof, in fact provides a wet 
roof additional evapotranspiration which prevents the flow of 
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heat in the building and acts as a passive cooler for removing 
heat inside the building [14, 15, 16, 17] match the type of 
vegetation is crucial to thermal performance. 

 

 

The majority of the school buildings in Querétaro doesn’t 
have the thermal isolation efficiency, without the protection 

of the vegetation, such roofs with bad isolation, absorb and 

transmit a considerable quantity of heat for the underlying 

interior spaces. The aim of this paper is a comparative study 

of traditional classroom lectures and classrooms equipped 

with technology green roofs, characterized by intensive and 

extensive substrates, to assess the operating ranges of 

temperature and humidity generated inside thermal comfort. 
 

II. STUDY AREA AND METHODS 

A. Study area  

The study was carried out in the building of the School of 

Engineering of the Autonomous University of Queretaro 

(Fig 1). Santiago de Queretaro, is characterized by a dry and 

semi-dry climate, the temperature is high in summer and 

cold noticeable in winter, the maximum temperature on 

average does not exceed 35 ° C and the temperature in cold 

average is 5 a – 1°C , the period of rainfall is comprised of 

May to October , the average rainfall is 600-700 mm. 
 

 
Figure 1. Classrooms of the studied building, south view. 

 

 

The building structure has four classrooms, a meeting room, 

a control room and a pottery. Four classrooms have an area 

of 48m², the meeting room an area of 56 m², the pottery as 

well as the control room 16 m². The building has a concrete 

slab with a thickness of 12 cm, the concrete of the slab has a 

resistance of 300 kg / cm², the side walls are made with 

bricks, and the four classrooms counts with two large 

windows at the sides of 2.00 X 4.00 m, the walls dividing 

the classrooms are concrete blocks coated with mortar. For 

this comparative study all four classrooms are considered 

only reference being structurally identical (Fig 2). 

 

B. Characterization of the substrate 

Based on the review of the literature, materials that have 
had a better impact to improve conditions of thermal comfort 
inside, are compound mixtures, an ideal substrate, it must be 
light, have a good anchorage for the plants, the supply of 
nutrients, be stable and have good capacity retention of water 
[2]. It is therefore important to consider these characteristics 
for a proper development of a green roof. 

The materials used for the characterization of the 
substrate in the green roof are 60 % clay with organic matter 
and 40 % pumice sand, this combination provides the 
characteristics of the clays as are the concentration of 
nutrients and retention water due to its particle size and 
structure ; pumice sand as organic matter , provides larger 
particles that allow plant roots to develop and move freely in 
order to obtain the nutrients and allow the substrate to obtain 
the nutrients and the substrate allows air flow . These 
materials are obtained locally and used in its original form in 
the experiments. 

For the development of this research is needed to 

characterize the materials to be known about its possible 

behavior and irrigation variation based on this. The data 

required for characterization of the substrate include 

humidity, bulk density, true density, permeability which are 

defined as follows: 

 

 Relative Humidity. 

w= (W / Ws) * 100 (%)                           

Where w, is the moisture content expressed in %, Ww is the 
weight of water existing in the soil mass, Ws is the weight of 
the solid particles. 

 Apparent Density. 

Da= Pss / Vt  

Where Da is the density of soil in g / cm3, Pss is weight in 

grams of dry soil and Vt is the total volume of the sample in 

cm3. 

 Permeability 

Q = k *I* A 

Which k is the amount of water drained through the sample 

per unit time in m3 /h , I is the permeability coefficient in 
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cm/ h , A is the piezometric gradient available in m/m is the 

cross section through which filtered the water sign m2. 

 
 

These materials are obtained locally and used in its original 

form in the experiments (Fig. 3). 
 

                 

Figure 3.  Materiales colocated in the place of study. 

 

 

 
The characteristics of the substrate materials and the mixture 
of them are shown in Table II. Tests were performed in the 
laboratory of the same Faculty of Engineering, were 
conducted different tests like density tests, humidity tests, 
permeability tests and a sieve analysis, to see the properties 
of these materials. 

TABLE II.  CHARACTERIZATION  OF MATERIALS AND SUBSTRATE. 

Parameters Substrate 

(mixture)  
Pumice sand 

Clay with 

organic matter  

Humidity (%) 36.45 38.94 49.75 

Density 

(kg/cm3) 
1.63 1.05 1.10 

Permeability 

(cm/s) 
7.5 x 10 -4 8.7 x 10 -3 

 

9.6 x 10 -5 

 

 

 

C. Selection and characteristics of the vegetation 

Studies claimed that the use of various types of plantations 

could be useful to maximize the effectiveness of green roofs 

[18, 19]; however, selecting the type of vegetation must be 

established by the climatic conditions [20, 21]. 

 

It is essential when choosing vegetation to consider it, suits 

own climatic zone of where they will install the system, 

because as you might meet in outdoor, it is essential that the 

species tolerate the weather it is also vital that require little 

maintenance in terms of watering and pruning. The type of 

vegetation species will depend on where the building is 

located, as well as its orientation and exposure ceilings 

(shade, full sun). 

 

Was chosen for this study a vegetation of the region called 

Aptenia cordifolia, widely known as dew or frost, due to its 

favourable properties both economic and sustainable, in 

addition to its reproduction is easy at any time of the year, 

since just cut any branching and plant it so the cutting 

becomes, coupled with that watering you need is very weak 

and requires zero maintenance. 

They are succulent plants, which has the features of 

developing stems or thick, fleshy leaves to store the water, 

this succulent or thickening is a phenomenon of adaptation 

that occurs in ecosystems where the rain is very scarce, very 

irregular, or where the ground has little capacity to store 

water (Fig. 4). 

 

 
Figure 4. Picture of Aptenia cordifolia. 

 

III. METHODOLOGY 

A. Instalation of the substrates. 

For the comparative study of the classroom are considered: 

a traditional roof, an extensive green roof and two intensive 

green roofs; (19, 20, 21 and 22 respectively) all located in 

the H building area Postgraduate School of Engineering (Fig 

1). The roof of the building gave a clean and covered with a 

layer of waterproofing Protexa, followed by a layer of 

geomembrane which is a laminate film of 1.2 mm which 

serves as a protective cushion between the substrate layer 

and the concrete (Fig . 5 ) . 

 

            
Figure 5.  Picture of geomembrane colocation. 

                 

Following to that an irrigation system is placed with a 1/2" 

PVC pipe, in the center of each roof is placed a sprinkler, 

Figure 2. Plain View of the building. 
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which cover the total area to be irrigated , the irrigation 

system is connected to a treated water tank. Subsequently 

placed 10 cm thick substrate in classroom 20 , 15cm in 

classroom 21 and 25 cm in classroom 22 (Fig 6). 

 

              
 

Figure  6.  Colocation of the substrate. 

 

 

Finally, at the top, a layer of vegetation was colocated, 

Aptenia cordifolia, (Fig. 7). 

 

 
Figure 7.  Colocation of the irrigation system, substrate and vegetation. 

 

 

B. Thermal comfort 

Thermal comfort is the condition of the mind which 

expresses satisfaction with the thermal environment [22]. 

When conditions of temperature, humidity and air 

movement are favorable to the activity that is done, the 

building must provide to their occupants this comfortable 

and healthy environment to work, if the weather 

environmental factors in the halls are within the limits of 

comfort, the yield of the students and teachers will be better 

and the work will be of higher quality. Reference [22], we 

make a comfort area is acceptable as long as the temperature 

remains between 22.5 ° C to 28.5ºc and maintain a humidity 

content of 30% to 80%. 

To measure the variables of temperature and humidity inside 

the building, was placed a data logger Hobo U23 Pro v2 per 

classroom, which are sensors for humidity and temperature 

inside the building, which is adapted to a coupler and then 

of the Optic USB Base-T-4 station to download data 

recorded by the data logger and this in turn connects to the 

computer through a USB cable, Figure 8. The external 

variables are like outside temperature, outdoor humidity, air 

velocity, wind direction and solar radiation are measured by 

the weather station placed in the building to study. 

 

 

 

Figure 8.  Scheme sensor and the Reading process variables inside the 

building. 

IV. RESULTS 

Green roofs are new technologies, implemented for the 

reduction of the temperature and humidity inside the 

educational spaces, i.e. to generate internal thermal comfort, 

reducing to 5 ºc temperature inside the school and College 

classrooms.  

 

A conventional roof maintains temperatures ranging from 

23.4 ° C and 29.9 ° C, in comparison of teches them 

extensive Greens that maintains maximum temperatures up 

to 29.1 ° C, in contrast to the intensive green roofs coming 

to record maximum temperatures of 28.6 ° C, whereas the 

temperature of thermal comfort standard ASRHAE stays in 

a range of 22.5 ° C at 28.5 ° C intensive green roofs is 

maintained in the designated rang. 

 

This study explores the influence of green roofs on thermal 

comfort, the comparative study of traditional roof and 

intensive and extensive green roofs are made . It was taken 

as reference a whole year January 2015 to December 2015. 

Table III shows variations in temperature per month in the 

classrooms which you own green roof technologies as well 

as the traditional roof, the maximum values per month were 

considered. 

TABLE III.  MAXIMUM TEMPERATURE VARIATIONS IN GREEN ROOF 

AND TRADITIONAL ROOF. 

Variations of máximum temperaturas. 

Month 

Classroom 

19 

Classroom 

20  

Classroom 

21 

Classroom 

22 

January 23.486 23.236 22.944 22.393 

February 25.176 24.985 24.508 25.137 

March 26.868 26.178 25.137 25.793 

April  29.899 29.19 28.122 29.19 

May 28.186 27.995 27.949 27.604 

June 29.899 28.574 27.161 27.382 

July 28.841 28.45 27.554 26.989 
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August 29.715 29.19 28.617 29.414 

September 29.617 28.866 27.949 29.54 

October 28.196 27.21 25.89 27.014 

November 26.061 24.436 24.026 24.629 

December 24.557 23.857 23.136 24.436 

 

 

 

Thrown data mark us that the maximum temperatures 

throughout the year for the traditional roof , as well as 

technologies of green roofs were as follows , Classroom 19 

traditional roof as temperature inside the classroom was in 

the month of June and registration value of 29.899ºC, 

classroom 21 with extensive green roof substrate with a 

thickness of 10 cm , the highest temperature ever recorded 

was in the month of August and was 29.19ºC in classroom 

21 with intensive green roof thickness of 15 cm also 

recorded its highest temperature in the month of August and 

was 28,617°C, and finally in the classroom 22 with 

intensive green roof with the greatest thickness of 25cms, 

register its maximum temperature in September and this was 

29.54ºC . Figure 9 show us as our comfort zone that marks 

the reference [22], which is bounded by the frame. 

 

 

 

Figure 9. Variations of the máximum temperatures in green roofs about the 

confort zone. 

 

 

Table IV show us the variations of humudity for each month, 
in the classrooms that count with green roofs due to the 
classroom with a traditional roof, máximum values per 
month are considerated. 

 

 

 

 

 

 

TABLE IV.  MAXIMUM HUMIDITY VARIATIONS IN GREEN ROOF AND 

TRADITIONAL ROOF. 

 

Thrown data we mark the maximum moisture throughout 

the year, for the living room which features 19 traditional 

roof, the maximum was recorded in the month of June, 

classroom 20 with extensive green roof substrate thickness 

10 cm, it was in the month of July in room 21 which has an 

intensive green roof with thickness of 15 cm, the maximum 

record was in March, finally in the classroom 22 which also 

has intensive green roof with the greatest thickness of 25 cm 

was in the month of December. Figure 10 show us our 

comfort zone that marks the reference [22], which is 

delimited by the black box. 

 

 

 
 

Figure 10.  Variations of the máximum humidities in green roofs about the 

confort zone. 

 

 

 

V. CONCLUSIONS 

In the comparative study of a classroom with traditional roof 

and different classrooms with intensive green roofs (15, 20 

cm) and extensive roof (10cm), he came to the conclusion 

that the roofs with green technologies help reduce the 

Variations of máximum humidities 

Month Salón 19 Salón 20  Salón 21 Salón 22 

January 63.876 44.012 59.04 44.612 

February 71.235 62.602 69.739 60.078 

March 78.053 75.384 80.857 65.855 

April  68.653 66.901 62.602 65.171 

May 66.435 63.721 65.736 66.173 

June 79.876 77.589 71.147 72.959 

July 85.763 82.367 71.42 72.37 

August 69.867 66.594 67.81 66.901 

September 76.8 70.864 74.8 72.85 

October 76.211 73.184 74.04 73.766 

November 76.828 74.988 75.384 69.899 

December 73.603 63.897 63.22 73.985 
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temperature inside the buildings. Intensive green roofs 

maintain the required constant temperature and according to 

the reference [22], and two types of intensive green roofs 

which were placed on 15 cm thickness is more feasible than 

25 cm, as a thinner kept the temperature required by the 

standard, coupled with this, the weight transmitted to the 

building would be smaller and the cost would decrease as a 

thinner lower volume of material and less water for 

irrigation. 
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Abstract— A haptic interface is an electromechanical device 

that allows a human operator to interact with a digital computer, 

this mechanism returns a force on the grade user interaction.  

In this article obtaining mathematical models that define the 

haptic interface is presented, as are the direct kinematic model of 

position and the inverse kinematic model position, then compare 

two laws that are implement in C++, one is proportional -

derivative control and second one proportional-derivative with 

gravity compensation, these two controllers are validated in 

experiments lasting 20 seconds and follow a trajectory shaped 

four polar rose petals, as results are obtained errors of up to +/- 1 

mm and a series of figures that show a desired position versus 

proportional-derivative control and proportional-derivative with 

gravity compensation, show the articular error and Cartesian 

error and torque on robot's joint. 

Keywords— Control; Error; Kinematics; Gravity, Haptics; 

Model; Robotics. 

I. INTRODUCTION 

The haptic devices are means that enable interaction 
between a human operator/user and a digital computer that 
have made significant progress in recent years. Are abundant 
contributions of virtual reality, ranging from applications in 
entertainment to more complex applications such tasks 
minimally invasive surgery using robotic manipulators, in 
which a human operator interacts with an environment of 
virtual viewing across electromechanical devices, entering 
signals representative of actual movements to change the 
position and orientation of objects that constitute the virtual 
world and in some cases, receive in response a signal as a 
result of the modification that was performed [1-3]. 

The device six degrees of freedom PHANToM Omni 
company Geomagic is a mechanism that was developed with 
the objective to cover needs in the area of the haptic interfaces, 
their first three joints implement DC motors that allow a force 
feedback to end user and three joints that do not implement 
motors and only serve to guide the robot in Cartesian space [4]. 

 

Omi PHANToM haptic interface is used in a variety of 
areas, however the principal is in rehabilitation and medical 
operations [5-7]. In the area of research and development (R 
& D) are control works robots, teleoperation using the Omni 
device [8-10]. In 2012 at the annual conference SICE held in 
Japan, Sansanayuth and company published an article 
"Teleoperation with Inverse Dynamics Control for 
PHANToM Omni Haptic Device" where a controller for 
teleoperation two Omni interfaces in master slave 
configuration presents, as desired track a reference trajectory 
proposed a circular [9]. In 2014 Michael Mortimer in 
Australia introduced an amendment to Omni device for 
surgical simulations, this paper shows the direct and inverse 
kinematic models corresponding to such modification [11]. In 
2015 it was presented at International Conference on 
Automation, Robotics and Applications a job where the robot 
is parameterized by the Data Driven Modeling method for 
obtaining the dynamic model of the interface [12]. 

II. KINEMATIC MODEL OF HAPTIC DEVICE 

In this paper we proposed obtain the forward kinematic 
model of position (FKMP) and inverse kinematic model of 
position (IKMP) this models are obtained across the 
geometrical and mathematical analysis of the device. This 
models serves to implement the control laws in robotics 
devices. 

A.    Forward Kinematic Model of Position 

A haptic interface is considered as a manipulator robot, 
therefore this can be treated as a kinematic chain that is 
formed of rigid links connected together with joints of the 
rotational and/or prismatic type [13]. 

For that a robot manipulator can perform a specific task, 
change for firstly the position and and orientation of the end 
effector must be selected (end of the robot), i.e. its position or 
configuration in connection with its base. This is essential to 
solving problems of positioning in robotics. In the analysis of 
position, it is a relationship between the Cartesian coordinates 
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and a reference system, that is, the position of a point of the 
end effector and its orientation angles of the joints [14]. 

The forward kinematic model of position allows to know 
the Cartesian position of end effector across of the angular 
position of each joint, thus the problems is reduced to find a 
homogeneous transformation matrix H that related the 
position and orientation the robot (end effector) with the fixed 
reference system that is situated in the base of this [13].  

By the method of Denavit-Hartenberg is obtained 
homogeneous transformation matrix that handles both 
translation and rotation of a coordinate system with each 
other, parameters Denavit-Hartenberg (DH) are introduced 
and the matrix is derived corresponding homogeneous 
transformation, thereby known each of the positions of the end 
effector [13-14]. You can get an H matrix for each joint and 
this may have the following form:  

i

i1

cos( ) cos( )sin( ) sin( )sin( ) cos( )

sin( ) cos( ) cos( ) sin( ) cos( ) sin( )

0 sin( ) cos( )

0 0 0 1

i i i i i i

i i i i i ii

i

i i i

a

a
A

d

θ α θ α θ θ
θ α θ α θ θ

α α
−

− 
 − =
 
 
 

(1) 

 

where iθ , iα , ia and id  are the parameters of each joint. 

Equation (1) the submatrix with dimensions 3x3 indicates 
rotation suffering the joint being analyzed, and the vector 3x1 
solves the problem of the position, then, if each joint 
parameters are obtained, and transformations will 
homogeneous that are multiply rotation and position of the end 
effector of the manipulator, equation (2) [13]. 

0 1 1
1 2...

n

nT A A A−=   (2) 

The initial conditions of the PHANToM OMNI haptic 
interface that allows to obtain the DH parameters shown in Fig. 
1. 

 

Fig. 1. Initial conditions of the PHANToM OMNI [15]. 

Therefore to obtain parameters DH has the transformation 
is 0 to 3 wherein the rotation of the second joint is excluded. 

1 1

0
3

1 1

c 0 0

0 1 0 0

0 0

0 0 0 1

s

T
s c

θ θ

θ θ

 
 
 =
 −
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 

         (3) 

where: s xθ is equal to sin xθ  and c xθ  is equal to cos xθ  

and x is the articulation one to three. 

Now the transmutation matrix of two to three where 
include the second rotation of the device. 

3 3 2 22
3

3 3 2 2

1 0 0 0

0

0

0 0 0 1

c s l s
T

s c l c

θ θ θ
θ θ θ

 
 
 =
 −
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           (4) 

 
The homogeneous matrix of three to four is: 

3
4

1 0 0 0

0 1 0 2

0 0 1 0

0 0 0 1

l
T

 
 − =
 
 
 

              (5) 

 
Multiplying the matrices (3), (4) and (5) the homogeneous 

matrix of rotation and position of the end effector is obtained 
0 0 2 3

4 3 3 4T T T T= . 

1 1 3 3 1 1 1 2 2 3

3 3 1 2 2 30
4

1 1 3 1 3 1 1 2 2 3

s ( )

0

( )

0 0 0 1

c s s c s l c l s

c s l s l c
T

s c s c c c l c l s
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− − + 
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 − − +
 
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 (6) 

 

Of the matrix (6) the position vector of the end effector is 
obtained, however according to Fig. 1 must make a correction 
coordinate Y and Z, as the forward model position only 
provides to the end of the length l2 and effector established to 
the point where the wrist support, therefore the coordinates of 
the end effector are as: 

1 1 2 2 3

3 1 2 2 3

1 1 2 2 3 4

s ( )

( ) l

x l c l s

y l l s l c

z c l c l s

θ θ θ

θ θ

θ θ θ
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  (7) 

where:  

4
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1
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l l

l

l l m= =
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B. Inverse Kinematics Model of Position 

The goal of inverse kinematic problem is to find the values 
that should take the coordinates robot joints q = [q1, q2,…, qn]T 
to its end position and orient according to a specific spatial 
location. As can be addressed direct kinematic problem in a 
systematic manner from using arrays of homogeneous 
transformation, and independently from the configuration of 
the robot, not the case with the inverse kinematic problem, and 
the procedure for obtaining equations strongly dependent on 
the configuration of the robot. 

When trying to solve the problem of inverse kinematics is 
desired to find the locked solution. That is, to find an explicit 
mathematical relationship of the form [13]: 

(x, y,z, , , )

k 1,2,..., n(GDL)
k kq f σ β γ=

=
 (8) 

Through the application of geometric methods you can 
usually find the values of the first joint variables, which are 
those achieved position the robot. To do trigonometric and 
geometric relationships on elements of the robot are used. It is 
often used to solving triangles formed by the elements and 
joints of the robot. 

Through the analysis of Fig. 2 and 3 it can be determined 
the equations to solve θ1, θ2 and θ3 joints. 

 

Fig. 2. Superior view of the PHANToM Omni. 

 

Fig. 3. Lateral view of PHAToM Omni. 

( )1 4

2

3 2

,   

 

 
2

arctan x z lθ

θ γ β

π
θ θ α

= − +

= +

= + −

  (9) 

where:  

( )3 2   , atan y l Rβ = −  

2 2 2
1 1 2

1

   
cos

2

l r l

l r
γ − + −
=  

( ) ( )2 22
4 3         r x z l y l= + + + −  

( )22
4      R x z l= + +  

2 2 2
1 1 2

1 2

   
cos

2

l r l

l l
α − + −
=  

Equations (7) and (9) solve the haptic interface in the 
geometric aspect without taking the forces acting on the 
device. 

C. Dynamics Model 

The motion control problem of robot manipulators can be 
formulated as follows: consider the dynamic equation of a 
robot n degrees of freedom: 

τ ɺɺ ɺ ɺ= M(q)q + C(q,q)q + G(q)  (10) 

where: M(q) is a symmetric matrix positive defined of nxn 

and is called inertial matrix, ɺC(q,q) is a vector of dimension 

nx1 called vector of  centrifugal and Coriolis forces, G(q) it is 
a vector of nx1 of external forces or gravitational pairs.  

The gravity matrix is defined as: 
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where:  

-3
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k1=164.158x10

k2=94.050x10

k3=117.294x10

 

Note that gx is zero because the gravity doesn´t affect in this 
coordinate. 
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III. TRAJECTORY TRACKING CONTROL  

Given a set of dimensional vectors dq , dqɺ  y dqɺɺ referred 

to as positions, velocities and accelerations desired joints, is to 
determine a vector function τ, so that the positions q that are 
associated with the joint coordinates of the robot follow 

accurately at dq , i.e., the goal path tracking is to determine τ, 

such that: 

lim (t) 0
t

q
→∞

=ɶ  

where: 

( ) ( ) ( ) dq t q t q t= −ɶ  

A. PD Control 

The algorithm control Proportional-Derivative (PD) is the 
schematic of control simpler and more popular that it can be 
use in manipulators robots. In 1981, Takegaki and Arimoto 
demonstrated that the equation (11) in close loop of robot´s 
dynamic model and the PD control has a global stable 
equilibrium [16]. 

p vK q K qτ = −ɶ ɺ   (11) 

where: Kp and Kv are positive matrix gains of nxn 
dimensions. 

 In Fig. 4 are show the blocks diagram of the proportional 
derivative control. 

 

Fig. 4. PD control diagram. 

B. PD with Gravity Compensation Control  

PD control does not guarantee compliance control target 
position for manipulators whose dynamic models contain the 
term gravitational pairsG(q) . 

Contrast to the PD control, which does not require any 
knowledge about the structure of the robot model, the PD + G 
controller makes explicit use of partial knowledge model of the 
robot. However it is important to note that for a given robot 
pairs gravitational vector can be obtained relatively easily, 
since for this purpose sufficient to calculate the potential 
energy. 

The position control problem can be formulated as follows: 

( ) ( )lim lim 0d
t t

q t q q
→∞ →∞

= − →ɶ  

( ) ( )
˙

lim lim 0d
t t

q t q q
→∞ →∞

= − →ɶ ɺ ɺ  

The proportional derivative with compensation gravity 
control is defined in (12) and the Fig. 5 show de block diagram 
for the PD+G controller.  

(q)p vK q K q gτ = − +ɶ ɺ   (12) 

 

Fig. 5. PD+G control diagram. 

IV. EXPERIMENTS & RESULTS 

To implement the two control laws was used the SDK 
Open Haptics that allows communicate with the PHANToM 
Omni device and return articular position and articular velocity 
variables. So, the desired trajectory proposed was a polar rose 
defined by (13). 

cos( )sin( )

y 0

sin( )sin( )

d c

d

d c

x x r

z z r

α γ βγ

α γ βγ

= + +

=

= − + +

      (13)  

where: 

-1

ts=8

=2

f=(2ts)

= *f*(t-1)

ω π

γ ω

 

c cx =y = =0

r=0.02

= 2

α

β
 

The time of each test was of 20 seconds and in two 
experiment the initial position of device was the same. In the 
Fig.6 is show in the 3D Cartesian the desired (blue line), PD 
(red line) and PD+G (green line) trajectory. 

In Fig. 7 show the Xd, XPD and XPD+G, where are appreciate 
that response of controllers in X is similar because the gravity 
doesn´t affect in this robot’s position. 

In Fig. 8 show the Yd, YPD and YPD+G, where are appreciate 
that response of PD+G controller is better than PD to 
tracking desired trajectory, this is because the gravity affect 
this robot´s position and the same effect pass with the Z 
position (see Fig. 9). In Fig. 10 show the error on this 
position note that error in two cases is close to cero. 
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Fig. 6. Desired (blue line), PD (red line) and PD+G (green line) trajectory in 
3D Cartesian Position. 

 

Fig. 7. Tracking x position, note that the controllers response is similar 
because gravity doesn´t affect it. 

 

Fig. 8. Tracking y position, note that the PD+G controller response is better 
than PD response. 

 

Fig. 9. Tracking z position, note that the PD+G controller response is better 
than PD response. 

 

Fig. 10. Error of x, y and z positon. 

 

Fig. 11. Desired (blue line), PD (red line) and PD+G (green line) trajectory in 
3D articular position. 
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In Fig. 11 show the 3D perspective in articular space, in 
this figure are appreciate that booth controllers follow the 
reference with small error in one extreme on the articular 
desired position.  In Fig. 12 are presented the independently q1, 
q2 and q3, note that the joints go forward in 0.35s, 0.45s and 
0.55s respect the reference. The Fig. 13 present the torque 
apply in the robot’s actuators. 

 

Fig. 12. Articular position q1, q2 and q3 response to PD and PD+G 
controllers. 

 

Fig. 13. Torque apply in the three joints of robot. 

 From the data obtained in the experiments can calculate 
the root mean square error (RMSE) (14) and the error rate of 
the Cartesian plane with respect to workspace PHANToM 
Omni, in TABLE 1 shows the results of this analysis.  
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TABLE I.  MEAN SQUARE ERROR AND ERROR RATE IN XYZ  

 
Workspace 

RMSE (mts) 

PD 
%Error 

RMSE (mts) 

PD+G 
%Error 

X 160 mm 2.4509e-3 1.5318 2.3234e-3 1.4521 

Y 120 mm 6.01192e-3 5.0099 5.2720e-3 4.3933 

Z 70 mm 2.05217e-3 2.9316 1.94630e-3 2.7804 

V. CONCLUSIONS 

The direct and inverse kinematic models of position were 
obtained, were implemented in C ++ two laws of PD control 
and PD + G where it is concluded that PD + G controller is 
better than the PD since this is taken into account the gravity 
vector which is the robot itself, however both controllers 
always has a steady-state error, this error can be reduced to 
zero if an integrative action to PD + G is implemented. 
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Abstract— This paper presents a comparative study 

of performance of time-frequency methods to detect 

failures in bearings elements. The vibration signal 

issued by a bearing can contain spectral components 

which are related with the bearing geometry. In this 

work we show the experimentation using a tapering 

bearing which have a unknown failure level, also we 

compare two time-frequency techniques as be Short 

Time Fourier Transform (STFT) and Wavelet 

Transform (WT).   

Keywords—vibration analysis; Fourier Transform, 

Wavelet Transform; bearing failure. 

I. INTRODUCTION  

The bearings are found extensively at industrial 

aplications (turbines, compressors, motors, etc.) and are 

fundamental elements of rotative machines [1]. A defect 

into a bearing, at less that be detected in time, could 

produce a bad behavior into a machine and will can 

trigger a catastrophic failure.  

Today the most of modern industries use into their 

predictive maintenance program the monitoring and 

vibration analysis to determine which are the machine 

healthy state, particularly their elements like bearings, 

gear, supports and of this way to prevent failures. The 

bearings act like a noise source and vibration due to the 

compliance variation as the presence of defects in they. 

A lot of research work has been publised in the last 

two decades, on the detection and diagnosis of bearing 

defects by vibration and acoustic methods. Some of these 

works have also been reviewed by researchers. Several 

techniques have been aplied to measure the vibration 

response from detective bearings; i.e., vibration 

measurements in time and frequency domains [2]. 

The traditional methods of maintenance applied to 

bearings are based in its replacement over intervals of time 

of fixed operation. This methods, although are very 

popular, are not totally reliable due that are based in an 

expected time of operation of bearing. 

Therefore this work are centred in monitoring of 

bearing using time-frequency analysis of signal. With the 

Fourier Transform (FT) we can obtain the frequency 

components of a signal but the problem is that we don’t 
know in which time occurs the failure. With the time-

frequency analysis we can see the non-linear behavior of 

signal which results as a failure into the bearing, also we 

can see the moment in which failure occurs. 

Examples of these physical variables are acceleration, 

vibration, acoustic emission, cutting forces and driver 

current which can be measured through a great variety of 

sensors. The measured signals are processed in different 

ways in order to find features thar can provide important 

information of the process. Traditional monitoring 

methods use Fast Fourier Transform (FFT) as a signal 

processing method. Although FFT methods are 

theoretically constrained to linear stationary processes, 

acceptable results have been obtained in practice for a 

great variety of manufacturing processes [3].  

Although traditional FFT analysis can provide an 

aceptable detection of the principal spectral components 

involved in an unstable chatter phenomenon, novel 

approaches derived from nonlinear methods has been 
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explored to gain further insights in the nature an 

complexity of this kind of signals. Examples of these 

methods are wavelet transform and Hilbert-Huang 

transform (HHT) [4], which can provide temporal 

information of the dominant spectral components involved 

in the process as well as of potential nonlinearities that 

can lead to unstable dynamics.  

II. PROBLEM DEFINITION AND THEORY  

Failure alarm for a rolling element bearing is often base 

don the detection of the onset of localized defects [5]. Once 

localized defect emerges in the inner or outer race of the 

bearing, an impact occurs every time the rolling element 

crosses the defected área of the bearing race. The bearing 

failure is once of bigger common problems into a rotative 

machine. Aproximately, 50% of electric motor failures, the 

more popular actuator, are failures into a bearings [6]. 

This failures can make severals economic losses asociates 

to non planed interruptions into a interprise.  

A. Rolling bearing 

This mechanical elements, same that elements, allow 

join rotative axis with stacionaries structures, as is shown 

in the figure 1. 

 

Fig 1. Principal bearing elements. 

 

In general, a bearing consist of a inner ring with a solid 

race and a out ring with a race, whose surface is hardened, 

staying in two series of roller or balls. The windows that 

present the bearing are its low friction coeffiecients, allow 

aligns the axis accurately, they have a big resistent to 

momentary oveloads, its lubrication is easy and can be 

able axial and transverse loads. 

B. Localized defects 

This measurement and others are deliberate, using 

specifications that anticipate your paper as one part of the 

entire proceedings, and not as an independent document. 

Please do not revise any of the current designations. Are 

in general make by fissures, bite and wear. The bite is the 

most commoun of all, it is caused when a fissure due a 

fatigue, which is originated inside surface and it’s 
propagated to the surface until a metal piece it appears 

superficially producing a defect [7].  

C. Distributed defects 

This kind of defects can be: surface roughness and non 

equals rolling elements. The distributed defects can be 

caused for mistakes in its manufacture, a bad instalation o 

due to the wear. Vibrations generated by manufacture 

defects have resulted be more low in the mostly than due 

to produce defects for wear. 

Varying the contact forces between the rolling elements 

and the races causing an increase in vibration level. Since 

it is difficult to discern when the vibration is caused by 

localized defects or distributed, it is recommended to 

analyze both the frequency and the amplitude of the 

spectral components related to vibration. 

D. Bearing fundamental frequencies 

The frequencies that rolling element bearings generate 

when roller pass over a surface anomaly on either the 

roller or the raceway are called fundamental frequencies. 

These frequencies are a function of the bearing geometry 

(that is, pitch diameter and roller diameter) and the 

relative speed between the two reaceways.  

The load capacity of a bearing depends of the 

resistence to compression and wear that the roller elements 

presents. This capacity is asociated to a life useful period, 

which is a function of his operation velocity. Of this way, 

every element of bearing produce a vibration that is 

asociated with its rotation velocity, distinguishing four 

frequencies in its operation;  the ball pass frequency 

(BPF), fundamental train frequency (FTF), ball pass 

frequency inner race (BPFI) and ball pass frequency outer 

race (BPFO). When the bearing geometry is known, the 

fundamental fault frequencies can be calculated [8].  

The FTF is calculated using the equation 1. 

  xrFTF
2

1
2

1     (1) 

As the roller ball touches two races in each revolution, 

a defect is manifest in 2FTF. The BPF is calculate using 

the equation 2. 
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  xrBPF  1
2

1    (2) 

A defect of outer race is manifest over a rotation 

frequency of balls, and that can be calculated with the 

equation 3. 

  xrnBPFO  1
2

   (3) 

If the defect is located on inner race, this manifest its 

vibration to the rotation frequency of balls, it can be 

calculated with the equation 4. 

  xrnBPFI  1
2

   (4) 

Where  

  cos
D

dr     (5) 

x= rotation frequency 

D= pitch diameter of bearing 

d= ball diameter 

α= contact angle among balls and races 

Is a common use the the next empirical equations to 

determine the rotational frequency of balls compared to 

the races, when haven’t the dimensions of bearing use the 
equations 6 and 7. 

xnBPFO 4.0    (6) 

xnBPFI 6.0     (7) 

The bearings set a time of life to de mecahanical 

equipment, especially when they opérate with high 

velocities and high loads. Generally, the first vibration 

problems  are presented on bearings. This elements, which 

are that have a failure first, because are more weak. 

The bearings affect the behavior of axis in rotation, 

due that the roller elements are elastic elements which can 

present little difference in its operation, so that they don’t 
present a good dynamic response. 

The kinds of failures that occur in bearings are the 

wear on ball surface, superficial fatigue and the grated due 

the contact between the cage and the race [9]. 

E. High-frequency Natural Bearing Resonance Indicators 

(HFNBRI) 

Fundamental bearing frequencies and their harmonics 

are generally observed in the velocity spectrum. In 

addition to those frequencies, there are high-frequency 

natural bearing resonances between 3 and 50 kHz. Testing 

was performed involving the vibratory response of a rolling 

element bearing, which was monted on a high-speed 

spindle. The first stage of testing involved two-channel 

impact testing to identify the bearing’s natural 
frequencies. The second stage comprised running the 

spindle through a broad sweep of operating speeds. As 

expected, rotational speed of the spindle excited the 

natural frequencies noted in the first stage. Also of note 

was indication that early bearing wear caused by 

impacting from wear, and friction caused by lubrication 

problems, excited the same natural frequecies [10]. 

Realizing the benefit of HFNBRIs, many companies 

have developed their own proprietary measurements for 

detection of sonic and/or ultrasonic frequencies that 

produced a value (magnitude) which was a summation of 

the energy in the frequency band of interest. The 

measurements of HFNBRI include: spike energy; shock 

pulse at resonant frequecy of 32 KHz (measured in dBsv); 

high frequency (>5 kHz) detection band (measued as peak 

g); high frequency (1 to 20 kHz) and (measured in g 

RMS); general purpose ultrasonics in the frequency range 

of 20 to 50 kHz (measured in dB); spectral emitted energy 

between 250 and 350 kHz (measured in dB); and acoustic 

emission measurements in the frequency ange of 20 kHz to 

1 MHz (measured in dB). 

F. Discrete Frequency Indicators 

Bearing frequencies less than 10 kHz may present in 

predective maintenance (PdM) route data (veloity 

spectrum). Typically, route data is collected with a high 

pass filter of 2 Hz, a los pass filter of 1 or 2 kHz, and 

standard sampling (to prevent aliasing). Such data 

collection techniques will pick up bearing wear later in 

their deterioration cycle, but not in ther initial 

progression. 

Alternate signal processing techniques are needed in 

order to observe bearing frequencies early in their wear 

cicly. Discrete frequency indicator use a high pass filter of 

at least 500 Hz with a high rate of sampling and high-

frequency low pass filters to obtain a short time durations 

of schock measurements. Many of these measurements 

utilize full wave retification of the time waveform, then 

process an FFT for analysis. This will help give a root 

cause as to waht the initial bearing problem may be [11]. 

Similar to HFNBRI, the same companies and others 

developed additional propietary measurements which 

provide dicrete frequency indicators (that is, spectral data) 

for detection of sonic and/or ultrasonic frequencies, 
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including: spike energy; shock pulse; spectral emitted 

energy; cepstral analysis (measured in g dB); and bearing 

demodulation (measured in g). 

If using a sonic HFNBRI and discrete frequency 

indicator, special care should be taken with magnetically 

mounted accelerometers for route based PdM programs, as 

their frequency response ranges will be limited due to the 

change in stiffness (K) and added mass (M). 

G. Four stages of bearign wear 

The most common configuration for rotating machinery 

is horizontally mounted (that is, axis of rotation 

perpendicular to gravity) with a rotating inner race. Given 

such a configuration, certain factors lead to a higher or 

lower probability for wear of the various bearing 

components.  

The ourter raceway has the highest probability for 

wear and is usually the first discrete bearing frequency 

detected. The outer race is stationary with a stationary 

load zone. Transmission of high frequencies generated by 

lubrication and/or wear is very high for outer race 

frequencies. The load zone is relatively small with respect 

to the pitch diameter. The progession of wear allows for 

trending. 

The inner raceway experiences wear at a faster rate 

than the outer raceway. The fundamental bearing 

frequency for an inner race is greater than that of an outer 

race, meaning that for one revolution of the shaft, more 

damage producing events will occur for an inner race fault. 

The main reason why inner race problems are detected less 

frequently than outer race problems is because 

transmission of high frequencies generated by lubrication 

and/or wear is attenuated greatly through multiple 

transition and lubrication boundaries. The por 

transmission of vibratory energy results in more severe 

wear by the time a problem is detected. Therefore, 

trending is limited for inner raceway wear [12]. 

The rolling elements and cage are typically the last 

components to fail though roller spin frequencies, and are 

often observed in non-ball bearing configurations. 

The indications associated with the four stages of 

bearing wear are general and may not be all-inclusive for 

each bearing wear event. The stages are provided as 

follows as a point of reference used in the evaluation of 

bearing severity for an estimate of wear in lieu of 

disassembly and inspection. 

Stage 1: HFNBRIs is excited with possible fault 

frequencies (harmonics) in the second bearing band. Since 

BPFO is easily detectable, a discrete frequency indicator 

should be used to identify the fault problem progression. 

When bearings are in stage 1 of deterioration, the 

typcal recommendation is to continue to monitor for 

deterioration at the normal monitoring interval. The risk 

assesment for risk indicator (ARI) is typically less than 

two. 

Stage 2: When bearing wear progresses to stage 2, the 

damage to the raceways and7or rollers grows from having 

microscopic size to being visible to the naked eye. Stage 2 

wear will also be accompanied by rising quenatity and 

amplitude of fault frequency (BPFO) may apper in the 

first bearing band. Also, harmonics of the fundamental 

inner race fault frequency (BPFI) may be seen in the 

second bearing band. The discrete frequency indicator 

should have increasing amplitudes, and multiple bearing 

fault frequencies should be present. Harmonics of bearing 

fault frequencies may be present in a velocity spectrum. 

Side banding around fault frequencies may occur in the 

second bearing band if modulation of time-waveform is 

present. 

When bearing are in stage 2 of deterioration, the 

typical recommendation is to continue with scheduled 

repairs at the next normal preventative maintenance 

interval. The risk assessment for catastrophic failure is 

moderate (ARI is typically two to three). 

Stage 3: When bearing wear progresses to stage 3, the 

damage to the raceways and/or rollers grows substantially 

in all dimensions, as well as in in multiple locations. Stage 

3 wear will result in even higher levels of HFNBRI 

amplitude. Outer rece fault frequency and harmonics will 

propagate to both first and second bearing band with side 

banding. Inner race fault frequency harmonics will now be 

present distinctly in the second bearing band with side 

bands. Possible ball spin frequencies (BSF) may appear in 

the first bearing band. The discrete frequency indicator 

should have increasing amplitudes along with multiple falt 

frequencies, and harmonics of bearing fault frequencies 

should be easily identified in a velocity spectrum. 

When bearings are in stage 3 of deterioation, the 

typical recommendation is to schedule repair in the next 

30 to 45 days. The risk assessment for catastrophic failure 

is high (ARI is typically three to five). 

Stage 4: At stage 4, the change in bearing geometry 

with increased wear produces a drop in HFNBRI 

86



amplitude. Random vibration will increase, generating a 

raised broad noise floor thath may mask low amplitude 

bearing fault frequencies. Looseness will appear at one, two 

and three times revolutions per minute (RPM). At this 

time, the overall spectral (velocity) levels will exceed 

alarm. If the discrete frequency indicator shows the 

presence of cage frecuency (FTF), the bearings is very 

near the end of life. HFNBRI may dramatically increase 

and the amplitude of vibration at turning speed may 

become excessive due to out specification clearances. 

When bearing are in stage 4 of deterioration, the 

typical recommendation is to schedule immediate repairs. 

The risk assessment for catastrophic failure is very high 

(ARI is typically equal to or greater than five). 

III. ANALYS OF VIBRATION SIGNAL 

Several techniques have been aplied to measure and 

analyze of vibration signals from bearings with some 

failure. This techniques are not independent, many times 

are used to complement each other. 

Signal analysis is one of the most important methods 

used for condition monitoring and fault diagnostics, whose 

aim is to find a simple and effective transform to the 

original signals. Therefore, the important information 

contained in the signals can be shown; and then, the 

dominant features of signals cab be extracted for fault 

diagnostics. The FFT is one of the most widely used and 

well-establised methods [13]. Unfortunately, the FFT-

based methods are not suitable for non-stationary signals. 

However, various kinds of factors, such as a the change of 

the environment and the faults from de machine itself, 

often make the output signals of the running machine 

contain non-stationary components. 

A. Frequency domain analysis 

 

The frequency domain or spectral analysis of vibration 

signal may be is the more used method to detection of 

failures in bearing. The FFT has been used to obtain the 

spectrum of narrow band more easily and efficiently [14]. 

The Fourier Transform (FT) express a periodic 

function as a sum of complex exponentials how we can see 

in equiation 8. 

   




 dxexfkF
ikx

2
1    (8) 

Where k is a continuous real variable. 

The function can be reconstructed from Fourier 

components, through the Fourier Inverse Transform 

(equation 9). 

   




 dkekFxf
ikx

2
1    (9) 

Where f(x) is the signal in time domain. 

The FT is widely used in the signal analysis and signal 

processing with satisfactory results when the signals are 

periodics and relugar, but isn’t occurs the same to signal 
analysis whose spectrum change over time (non-stationary 

signals). 

The FT detects the presence of a certain frequency but 

doesn't give it an information about the evolution over 

time of spectral features of signal. Several temporal aspects 

of signal, such the beginning and end of finite signal and 

the instant of emergence singularity of transitory signal, 

cannot be appropriately utilized to Fourier analysis. 

B. Time-Frequency analysis 

Define abbreviations and acronyms the first time they 

are used in the text, even after they have been defined in 

the abstract. Abbreviations such as IEEE, SI, MKS, CGS, 

sc, dc, and rms do not have to be defined. Do not use 

abbreviations in the title or heads unless they are 

unavoidable [15]. 

The methods based in frequency domain analysis are 

not suitable to non-stationary signal analysis and they are 

unable to disclose information inherent of non-stationary 

signal. However, many factors, as the change of 

environment and the own failures of machine, often do 

that out signals of machine have non-stationary 

compounds. Usually, this non-stationary compounds 

contain important information about the health machine, 

therefore, is very important to analyze the non-stationary 

signals [16]. 

Short Time Fourier Transform 

The first method fo producing a Time Frequency Map 

is the Short Time Fourier Transform (STFT). It is 

derivated from the Wigner probability distribution. 

Wigner, in 1932, constructed his function over the phase 

space in queantum mechanics. One of the problems of 

their approach was suggested. This approach cuts the 

signal into slices, followed by performing a Fourier 

transform of each slice. In this way, the signa lis separate 

by time intervals (slices) and frequency components are 

calculated piecewise. This segmentation produces a non 
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periodic function, which creates discontinuities at the 

boundaries; thus, the Fourier transform crates large 

coefficients at high frequencies. To avoid these effects, the 

windowing concept is introduced. Instead of a rectangular 

segmentation, a smooth window-function is employed to 

segment the original signal. The window function is almost 

one at the origin and zero at the edges. Common window 

functions are identified with names such as: Hamming, 

Hanning, Barlett or Kiser [17]. If the window function is 

infinitely differentiable, the localized Fourier coefficients 

will show a polynommical decay. 

The STFT is one of the first original analysis 

techniques that are able to process the transient part of a 

signal. What it does, is the transformation of a single 

dimensión vector into a two dimensión vector. The method 

defines a sliding window w(t) centered at time τ. With this 

function, the STFT processes localized frequency analysis. 

In this way, the analysis identifies time variations on the 

frequency response. 

If we store the signal content, in a vector y(t), the 

STFT is computed as (equation 9): 

       dtetytwfS
ftj  2

,   (9) 

Where τ is related to the size of the window function. 

The resolution of the signal decomposition depends 

directly on the window function. Plotting S as a function 

of t and f wil produce a time-frequency map. 

The time-frequency map is also identified as 

ǚspectrogramǛ. With it, we can see how the frequency 
content of a signal changes over time. A simple 

explanation of a map construction is: we cut the signal 

into blocks and compute the spectrum of each block; the 

blocks can overlap in order to avoid artificial peaks, as 

explained before.  

Wavelet transform 

Wavelets have been applied in diferent fields; they 

have proven to be a powerful tool for signal analysis and 

data processing. Although, it is the best transform for 

many vibration problems, its practical application hasn’t 
been very popular. Most of the comercial analysis systems 

are based on the FFT, and only specialized literature 

describe the way wavelets can analyze transient and 

nonlinear vibration problems [18]. 

The big difference between the Wavelet Transform 

(WT) and the STFT is that wavelets can introduce a 

window function with variable size; thus, instead of a and 

b be a constant values, they can vary depending on the 

frequency component. Thus, for window with the same 

wavelet function. The result is a constant relative-

bandwidth analysis which allows us the identification of 

transient and non-linear responses that varies with time. 

The advantage of the Wavelet Transform is that it 

descomposes the signal into a set of functions at different 

scales and shifted along the time variable. 

In the mathematical terms, a wavelet is a function with 

zero average: 

  0




dtt    (10) 

This is the basic condition for determining the wavelet 

function, which is dilated by a scale parameter s, and 

translated by τ. 
  






 


s

t

s
ts
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Once the wavelet function satisfies this condition. The 

WT is computed in a similar way as the STFT. The WT 

transform of a signal y(t), at the scale s and position τ, is 
computed by correlating y with a wavelet function �. 
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Where  ts,   is the complex conjugate wavelet 

function. 

Several wavelet functions have been applied to 

vibration analysis, one of the most powerful is the Morlet 

wavelet function (equation 13). 
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Where f0, α, and β are constant. 
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Fig 2. Morlet function. 

 

The operation is a procedure that looks for similarities 

between the wavelet function � and the vibration signal. 

In other words, the wavelet function is a reference, or 

template, and the procedure consist on the identification 

of which sections of the signal matches the template. This 

matching is stored into a set of vectors defined as the 

wavelet coefficients. The figure 2, shows a schematic 

representation of the wavelet coefficient identification [19]. 

Another way of understanding this procedure is 

through filtering the original signal with two filters: a low-

pass and high-pass filters, namely H(z) and G(z) (figure 

2). 

 

Fig 3. Detail levels DWT. 

 

Where  

     nHzG
n  11     (14) 

These two filters are constructed from the original 

wavelet function � and a scale function � determinated 

from: 
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The coefficients of the decomposition are known as the 

wavelet coefficients and are calculated as: 

  
m

jmnj cmnHc
1,,

2    (16) 

  
m

jmnj cmnGd
1,,

2    (17) 

Coefficients cj,n represent the low frequency 

components of the original signal, and dj,n the high 

frequency components. The low frequency and high 

frequency coefficients are calculated at j level by 

convolving the low frequency coefficients at level j-1. 

The signal is filtered with the low-pass filter H and 

high-pass filter G. The high-pass coefficients are stored at 

vector d1,m. At level 2, the resulting low-pass filter signal is 

filtered again, and the resulting high-pass coefficients are 

stored at vector d2,n. The procedure is repeated for an 

aceptable level of decomposition [20]. 

The wavelet function determines the ability to identify 

transient and nonlinear components. There is a match 

between the ǚshapeǛ of the nonlinear and transient 
components with the wavelet function that is originally 

selected. Thus, it is fundamental to select the most 

appropriate wavelet function for the type of nonlinear 

phenomenon under study. The most commonly use 

wavelet functions are: Haar, Daubechies, Symlet, Coiflet 

and Meyer. 

The goal of the a Discrete Wavelet Transform (DWT) 

is to decompose any arbitrary signal y(t) in a discrete form 

it will be y(n) into an infinite sum of wavelet functions 

with different scales s, and different shift time τ. 

IV. EXPERIMENTAL SETUP 

Testing over a bearing were carried out on a tapered 

bearing model x32306, which is join trhough an shaft to an 

AC servomotor type SGMGV-44A3A6C (Figure 4), to 

provide the rotative move.  

 

Fig 4. Motor SGMGV-44A3A6C model. 
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A dual axis Analog Devices ADXL321 +/-18g, 100 

mV/g, 0.5 hz, 2.5 kHz accelerometer were used, which 

were measured the radial and axial vibrations from bearign 

(Figure 5). 

 

Fig 5. Radial and axial accelerometers. 

  

Both signals were anti-alias filtered and sampled 

(15,000 samples/s) with a National Instruments NI-USB 

6366 16 bits 2 MS/S data acquisition card connected to a 

2.16 GHz Inter Celeron Accer CPU N2840 laptop 

computer (see Figure 6). 

 

Fig 6. NI USB 6366 and Acer computer. 

 

Experiments were carried out at different ranges of 

velocity, beginning from a low speed until  3000 RPM, 

which is the maximum speed. To acquisition of signals, a 

code was implemented using LabVIEW 2012, basically was 

programed a code with which we acquired the signals and 

saving into a .lvm file. 

The testing bank consist in a gear box, which has an 

entry gear that transmit move to an ouput gear, each gear 

have a tapered bearing, which are shown in figure 7. 

 

Fig 7. Entry gear and output gear. 
 

The testing bank consist in a gear box, which has an 

entry gear that transmit move to an ouput gear, each gear 

have a tapered bearing, which are shown in figure 7. 

After that we get the signal and saved into a file, we 

analized the signal in frequency domain to see the signal 

spectrum using MATLAB 2014 and then we analized the 

signal in time-frequency domain using Autosignal 1.7. For 

the frequency domain we used the FFT and for the time-

frequency domain the STFT and the Continuous Wavelet 

Transform (CWT). 

V. RESULTS AND DISCUSSION 

Three experimental test were selected to illustrate the 

performance of the different purpose methods, is important 

to mention that the test were did on a bearing which we 

don’t know the fault level, but before long the same test 

will be conducted on a healthy bearing and in damaged 

bearing. 

A. Test 1 

This experiment was chosen because we wanted to see 

the axial and radial vibration produce by the bearing when 

the speed is low, the speed which this was used is 250 

RPM. The axial and radial measurements are shown in 

figure 8, this figure shows the difference of amplitude 

between both signals. 
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Fig 8. Axial and radial vibration with 250 RPM. 

 

In this test we could see that the axial acceleration is 

bigger than the radial acceleration but only using the FFT 

we would obtain information to determinate or not the 

bearing state.  

The figures 9 and 10 shown the spectrum of every 

singnal, for this analysis, was used MATLAB in where a 

code was written. The FFT is very used to see the 

frequential compounds of a signal, this kind of analysis 

allow us determinate the fundamental frequencies in a 

bearing but in this document just will help us to compare 

the differents methdos for signal process. The problem to 

use the FFT analysis is that we can see the fundamental 

frequencies of a signal but we don’t know when a non-

linear behavior presents in a signal, this non-linearities can 

be represent a failure into a bearing. 

 

Fig 9. FFT of radial vibration signal. 

 

Fig 10. FFT of axial vibration signal. 

 

For the time-frequency analysis two methos were done, 

the STFT analysis and the CWT analysis. First the STFT 

was implemented using a Hamming window with a size of 

1024 samples that be transform (see figure 11). 

 

Fig 11. STFT of radial vibration with 250 RPM. 

 

This kind of analysis allow us to see the different 

frequencies of signal but we don’t know when this 

frequencies occur. 

 

Fig 12. CWT of radial vibration with 250 RPM. 
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Therefore this time-frequency method is very useful to 

observe all phenomena that happen into a signal, with this 

information we can determine if the bearing has any 

failure. 

B. Test 2 

For second test the radial and axial acceleration of 

bearing was obtained, for this test, the rotation speed of 

motor was 1250 RPM, we observe the behavior of both 

signal. In figure 13 the axial and radial acceleration can be 

observed. 

 

Fig 13. Radial and axial vibration with 1250 RPM. 

 

The signal spectrum of both signals was obtain to see 

how with a increase of rotation speed the frequencies of 

signal have change (see Figures 14 and 15).  

 

Fig 14. FFT of radial vibration signal with 1250 RPM. 

 

Fig 15. FFT of axial vibration signal with 1250 RPM. 

 

With the spectral analysis we can determine if with the 

increase of speed, the frequencies of bearing changed too. 

Unfortunately, we only can see the fundamental 

frequencies but not when there was a changed, for this 

reason we use the STFT and CWT to observe this 

changes. In figure 16 shown the SFTF of radial 

acceleration. 

 

Fig 16. STFT of radial vibration with 1250 RPM. 

 

In this figure, we can see that the signal frequency is 

nearly to 200 Hz, also can observe how in second three 

approximately we have a big amount of energy of the 

signal, this could be a signal of the bearing have a failure, 

but as we said, the fault level is unknown yet, in next 
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tests, we will similar test with a healthy bearing and with 

a damaged bearing to ensure the bearing state. 

The STFT have the problem of resolution, we have 

choose if want time resolution or frequency resolution. The 

CWT fix this problem and in figure 17 shown this kind of 

analysis. 

 

Fig 17. CWT of radial vibration with 1250 RPM. 

 

With the CWT we have a best time-frequency 

resolution and we can see that in the second three occur a 

release of energy. 

C. Test 3 

For third test the radial and axial acceleration of 

bearing was obtained, for this test, the rotation speed of 

motor was 2500 RPM, first we supposed that the 

fundamental frequencies of bearing would have a change or 

better said, new frequencies appear using a spectral 

analysis. The results are shown in figures 18 and 19 using 

a FFT of both signals. 

 

Fig 18. FFT of radial vibration signal with 2500 RPM. 

 

Fig 19. FFT of axial vibration signal with 2500 RPM. 

 

Both radial as axial acceleration, new frequencies 

appear due to the speed increase. In figure 20 shown the 

signal analysis using the STFT. 

 

Fig 20. STFT of radial vibration with 2500 RPM. 

 

This test show us that with more rotation speed, the 

STFT of signal change and the increase of energy in 

second three disappear and look like the analysis with a 

low speed. When we use a healthy and damaged bearing, 

we will can observe the difference of this kind of analysis 

and determine when can say that a bearing have a failure 

or the fault level is low. In figure 21 the CWT is shown. 
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Fig 21. CWT of radial vibration with 2500 RPM. 

 

With this analysis, we can observe the change of 

frequencies of signal through the time, this figure don’t 
shown a significant change of energy in signal as occur 

when the speed was 1250 RPM. 

VI. CONCLUSIONS 

In this paper experimental signals were obtained from 

tapered bearing analysis to identify non-linearities through 

of time-frequencies methods. The FFT is useful when we 

want to known what frequencies are involved into the 

signal but don´t tell us when this frequencies occur, for 

this reason the time-frequency techniques are more useful 

to find the frequencies that can show us the moment in 

where happened this energy release. As were said, the 

unknowing of state of bearing don´t let us give a better 

point of view. The STFT is a good tool to analize a signal 

but have the disadvantage of the selection of a good 

window size, if the size of windowing function is width, the 

frequency resolution is good and if the size is narrow, the 

time resolution is good but we lose frecuencial information. 

With CWT analysis we can obtain a good results, the 

morlet function is a good wavelet function because its 

features are same like the vibrations signal. In a future 

more analysis will be done to have a better conclusión 

about this techniques and determine which is the better. 
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Abstract— Capsicum annuum is the most widely cultivated

species of peppers worldwide. It is an important source of secondary

metabolites which have a wide variety of biological activities such as

antioxidant, antimutagenic, antimicrobial, and antifungal, among

others. The production of these compounds can be enhanced by

applying Metabolite Modifying Factors (MMFs). The aim of this

study was to evaluate whether the application of a physical MMFs in

pepper plants increases the amount and antioxidant properties of

nutraceuticals. To which, we implemented a pepper production

system under the effect of 50% drought as MMF. Methanolic extracts

were obtained to identify nutraceuticals compounds. Antioxidant

capacity was measured by spectrophotometric techniques DPPH and

ABTS. This experiment showed a significative increase of the level

of phenolic compounds under the influence of drought treatment.

Also an increase of flavonoids and tannins is observed but is non-

significant ( >0.05). Finally, drought treatment showed higher

antioxidant activity for the method of ABTS with 96.04 ±2.06 % of

inhibition but non-significant difference ( >0.05) was observed.

Keywords— MMFs, nutraceuticals, pepper, antioxidant.

I. INTRODUCTION

Chili pepper (Capsicum annuum L.) is one of the most
important cultivars arround the world. México is the second
largest pepper producer [1]. The origin of domesticated chili
pepper, is Mexico [2], where the phenotypic diversity of
pepper cultivars include pungent and non-pungent species. It is
an important source of secondary metabolites having a function
as nutraceuticals due to its wide variety of biological activities
such as antioxidant, antimutagenic, antimicrobial, and
antifungal, among others. Studies indicated that diverse
secondary metabolites are synthetized by plants when
recognize several enviromental factors, defined as Metabolite
Modifying Factors (MMFs), which are divided into biotic or
abiotic [3]. Within the abiotic MMFs include the temperature,
pH, UV radiation and drought. Studies evaluated the influence
of drought stress in pungent pepper cultivars reported an
increase in secondary metabolites including the capsaicinoid
content [4, 5]. On the other hand, an increase of nutraceuticals
has also been observed in non-pungent species under the
influence of chemical MMFs [6]. However, the antioxidant
capacity of the methanolic extracts of Capsicum annum var

Revolution was not yet determined. Therefore, the objective of
this investigation was to study the influence of an abiotic MMF
on the nutraceuticals levels and antioxidant capacity of
Capsicum annum var. Revolution peppers.

II. METHODOLOGY

A. Implementation of chili production under greenhouse

conditions .

The pepper crop was established in a greenhouse of 108 m2,
located in the Amazcala campus of the Universidad Autónoma
de Querétaro, between 20° 31'and 20° 58' latitude and between
100° 09' and 100° 24' altitude to 1850m above sea level.

B. Treatment application.

The treatment consists of a daily irrigation decreased to half
(Table 1). As experimental control chile pepper plants with
normal irrigation was studied.

TABLE I. AMOUNT OF WATER FOR IRRIGATION

Stage

Irrigationa

Time at

100% (min)

Time at

50% (min)
Number

Total at

100% (ml)

Total at

50% (ml)

Vegetative 2 1 3 600 300

Flowering 2 1 5 1000 500

Fructification 2 1 6 1200 600

aAll treatments were carried out by triplicate

C. Fruit extracts of chili in post-harvest stage

Three months after transplantation in greenhouse, the fruits
were harvested. Peppers began to freeze with liquid nitrogen
and ground with dry ice and it was stored at -80 °C until further
use. The solvent extraction process is carried out by maceration
using methanol as a solvent in a ratio of 1:10 fresh matter and
methanol respectively. The concentration of the methanol
extract was performed in a Heidolph rotary evaporator at a
temperature of 40°C in order to prevent degradation of the
compounds.

D. Total phenolic compounds

Total phenolics were determined by the Folin Ciocalteu
method [7]. The dissolution of the extracts used for the tests
was as follows: 10 mg of the extract was weighed and diluted
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with 1 ml of reagent grade methanol. The calibration curve was
prepared from a gallic acid standard solution (0.1mg / ml), a

volume of 0 to 160 l were taken at intervals of 20 l and

distilled water was added to reach a volume of 500 l. Briefly,

40 l of the sample was put in vials and after 460 l of distilled

water was added and oxidized with 250 l of Folin-Ciocalteu
reagent (1N), after 5 min 1.25 ml of Na2CO3 (20%) solution
was added to neutralize. Mixture was incubated for 2h without

agitation. In a 96 well plate 200 l of each sample or methanol
(white) will be added, the absorbance was measured against a
reference 760 nm in a Spectra Max micoplaca reader
(Molecular Devices Co., Sunnyvale, USA). The concentrations
are reported as milligrams of gallic acid equivalents per ml of
extract.

E. Flavonoid content

Flavonoid determination was carried out by the method
described by Liu et al (2002) [8] using as a standard routine.
The calibration curve consisted of a routine solution at the
following concentrations: 0, 2, 5, 10, 25, 50, 100, 150 and 200

g/ml. For the assay in a 96 well plate 50 l of each of the

samples were placed, subsequently 200 l of a solution of 2-
aminodifenilborato 1% was added as control methanol was
used. Absorbance was determined at 404 nm in a reader
micoplaca. Versa Spectra Max (Molecular Devices Co.,
Sunnyvale, USA).  Concentrations are reported as milligrams
equivalent routine ml extract.

F. Determination of the antioxidant capacity of the methanol

extracts

ABTS. This test was conducted according to the
methodology described by Nenadis et al., (2004) [9]. For the
standard curve Trolox solution is used at a concentration of

50,100, 200, 300, 400, 500, 600, 700 and 800 mol. To
generate the radical ABTS + ∙ a stock solution of ABTS 7mM

is generated. To 5 ml of the aqueous solution, 88 l of
potassium persulfate (K2S2O8) 140 mM was added and stored
in the dark for 12 h. The solution containing the radical is
measured at λ  = 734 nm and diluted in ethanol (20 to 25 mL)
until the absorbance value reaches a value less than 1.0. The

samples were prepared in a 96 well plate: 20 l of the sample

was added to 230 l of etanol, 20 l of methanol (C1) and

distilled water is added (C2)  as controls, finally 230 l of
ABTS ∙ + was added to the samples. The absorbance
measurement was carried out at 730 nm for a period of 0-6
min.

DPPH. The assay was performed in a 96 well plate, first 20

l of the extracts was first added and then 200 l of DPPH at
80% with methanol as dissolvent, for the positive control
Trolox was used for all negative reagents except extracts. 520
nm absorbance was measured at different times (0, 4, 10, 30,
60, 90 and 120 min). Results were reported as % ARA
(antiradical capacity).

G. Statistic analysis

Analysis of variance (ANOVA) was performed with the
Statistical Software STATGRAPHICS ® Centurion XV.

III. RESULTS AND DISCUSSION

A. Total phenolic compound, flavonoids and tanins

The conditions of drought stress showed a significant increase

in the amount of phenolic compounds 15.66 ± 0.74ª GAE, and

also increase the amount of flavonoids but with no significant

difference were observed between control and treatment

(Table II); however, a decrease in the content of tannins is

observed which means that drought MMF treatment induce a

modification of the secondary metabolite synthesis turning up

some signaling pathways and suppressing others.

TABLE II. TOTAL PHENOLIC COMPOUNDS, FLAVONOIDS AND TANNINS

PER GRAM OF DRY EXTRACT.

Treatment

Table Column Head

Phenolic

compounds*
Flavonoids** Tanins***

Control 13.03±0.27b 9.28±1.05a 7.34±0.50ab

50% drought 15.66±0.74ª 9.53±0.26a 9.69±1.02a

* Phenol concentration in mg gallic acid equivalents (GAE) / g extract

** Concentration of flavonoids in mg equivalent of (+) - routine (RE) / g extract

*** Tannin concentration in mg equivalent of (+) - catechin (EC) / g extract

The results are the average of 3 independent experiments ± SD. The letters indicate significant
difference between treatments

( >0.05).

B. Determination of antioxidant capacity in methanolic

extracts

Finally, also antioxidant activity shows no significant
difference between control and drought treatment. (Table III).

TABLE III. ANTIOXIDANT ACTIVITY.

Treatment
ABTS٭ DPPH٭

Trolox M %ARA Trolox M %ARA

Control 292.63 ±4.00ª 95.57 ±1.29ª 571.76 ±0.81ª 73.33 ±0.11a

50% drought 294.07 ±6.35ª 96.04 ±2.06ª
565.34

±23.22ª

71.49 ±6.05a

٭ The antioxidant capacity of ABTS and DPPH is reported as mol Trolox equivalent (TE) / 10 g
of extract and percentage inhibition (% anti radical activity)

The results are the average of 3 independent experiments ± SD. The letters indicate significant
difference between treatments

( >0.05).

The bioactivity of plant extracts is determinated by the
diversity of their secondary metabolites. The antioxidant
capacity is not only related to the amount of phenolic
compounds but also depends on the structure that they present
[10]. All of the foregoing indicates that although no significant
difference in antioxidant capacity of the pepper extracts treated
with an abiotic MMF were found, the highest amount of
phenolic compounds and tannins can confer other biological
activities in their extracts. For example, antimicrobal activity
which is reported being induced in Habanero pappers under the
influence of chemical MMFs [11].
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IV. CONCLUSSION

Application of water stress as abiotic Metabolism
Modifying Factor in chili pepper plants (Capsicum annuum)
var. Revolution increase the amount of bioactive compounds in
their fruits and therefore can improve their nutraceutical
properties.
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Abstract—Nowadays, Robotics is a broad field of research,
mainly when it comes to pneumatic robots due to its high
nonlinearity. Most works have been developed using electric or
hydraulic actuators, there are few works that use pneumatic
actuators, this is the principal reason to develop a tool that
permits to simulate the behaviour of the manipulator before
the physical implementation, it permits to the user to have an
idea about the response of the manipulator. In this paper a
simulation software for a Two-Degree-of-Freedom Pneumatic
Manipulator Robot is presented, using OpenGL libraries for
developing the simulator and C++ to calculate the interpolation
among the points that are given as input. Matlab is used to
calculate the direct and inverse kinematics to find the angles
and positions that the manipulator must reach and to obtain
the response of the system after the control is applied. Matlab
also process the control that is applied to the system to be
capable of reaching the points that were established as set-points.

Keywords—Pneumatic Manipulator, Path Tracking, OpenGL
Simulation, PID Controller.

I. INTRODUCTION

Pneumatic Actuator Systems have a lot of properties such

as, cheapness and cleanness in comparison to hydraulic

actuators. Pneumatic actuators present more durability and

they are lighter than others. This set of features has made

pneumatic actuators very attractive for different applications,

mainly in robotics [1].

In the other hand, pneumatic actuators present high

non-linearities that make them hard to control, these non-

linearities are related to compressibility of the air, the time

delay provoked by the slow propagation of the air pressure

waves, and the associated large friction forces [2]. Some

researches present a simplified termo-mechanical model for

pneumatic actuators, so it is necessary to obtain the dynamical

model of the manipulator [3], and the dynamic behaviour of

a pneumatic manipulator [4].

To track trajectories, is necessary to solve two main

problems, trajectory planning and trajectory control [5]. It is

very important to select an appropriate method that describes

the trajectory that the manipulator has to follow in order to

obtain a curve that fits to the original path, that is the reason

for using some interpolation techniques that approximate the

trajectory to the original curve.

In this paper a simulator of a Two-Degree-of-Freedom

Manipulator Robot is presented, it is using a polynomial

interpolation technique known as Splines that permits to

obtain intermediate points from a few points given to generate

a curve that the system will follow. The equations to obtain

the direct and inverse kinematics, useful to obtain the points

of the final position and the angles of the links, are also

presented. The control that is applied to the system was

developed in [6]. The morphology of the manipulator robot

is similar to the used in [7] but a rotational degree is added

using a pneumatic motor.

II. KINEMATIC EQUATIONS

It is necessary to know the kinematic equations that describe

the system, they are presented in the following subsections.

The system that is being controlled is shown on Fig. 1.

A. Inverse Kinematics

When the points that the manipulator must reach are given,

it is necessary to get the angles that the links have to take to

be able to go to those points.

Equation (4) is used to obtain the rotation angle in relation

to z axis. Equations (5) and (6) represents the angles θ2 and

θ3 in relation to the xy plane. In equation (2) and (3), α and β

are auxiliary angles that permit to obtain the angle θ2. Using

Pythagoras theorem, the helper line La is calculated.

La =
√

L2

2
+ L2

3
(1)

α = sin−1(
h

La

) (2)

β = cos−1(
L2

La

) (3)
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θ1 = tan−1(
yp

xp

) (4)

θ2 = α+ β (5)

θ3 = θ2 −
π

2
(6)

Fig. 1. Pneumatic Manipulator

B. Direct Kinematics

Direct kinematic equations (8-10) are used to obtain the

Workspace of the manipulator, this means the area that can be

reached by the robot.

θ2 = θ3 +
π

2
(7)

xp = (L2cosθ2 + L3cosθ3)cosθ1 (8)

yp = (L2cosθ2 + L3cosθ3)sinθ1 (9)

zp = L1 + L2sinθ2 + L3sinθ3 (10)

III. WORKSPACE

Using the direct kinematic equations and specifying the

movement limitations of the pneumatic manipulator (Table I),

it is possible to obtain the Workspace of the system that is

shown on Fig. 2.

TABLE I
ACTUATOR RESTRICTIONS

Actuator Minimum Value Maximum Value

Motor 0
◦

270
◦

Cylinder −72
◦

86
◦

The next algorithm is used to obtain the Workspace of the

Manipulator:

Algorithm 1 receives the length of each link of manipulator

and angles θ1, and θ3 (Lines 2 and 3) as inputs and an index i

(Line 1) that indicates the number of data that is being obtained

as output for each coordinate xp, yp and zp (Lines 5, 6 and 7).

Algorithm 1 Algorithm to obtain the Workspace

Require: i, θ1, θ3, L1, L2, L3

Ensure: xp, yp, xp

1: i = 1
2: for θ1 = Motormin : Motormax do

3: for θ3 = Cylindermin : Cylindermax do

4: θ2 = θ3 +
π
2

5: xp(i) = (L2cosθ2 + L3cosθ3)cosθ1
6: yp(i) = (L2cosθ2 + L3cosθ3)sinθ1
7: zp(i) = L1 + L2sinθ2 + L3sinθ3
8: i = i+ 1
9: end for

10: end for

On each iteration the angle θ2 is calculated such as in Line 4

considering that the angle that is composed by L2 and L3 is a

right angle, this means that they both have the reason shown

in direct kinematics.

Fig. 2. Workspace of 2DOF Manipulator

IV. PATH TRACKING

In this section a Splines algorithm to interpolate the points

that the Robot must reach is implemented. Cubic Splines

are being used due to their smoothness in comparison to

other interpolation techniques, such as Newton or Lagrange

[8]. Splines is a method used to fit a series of unique cubic

polynomials between each of the data points and let the curve

obtained be continuous and appear smooth [9].

Given n+ 1 data:

x x0 x1 ... xn

y y0 y1 ... yn
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A cubic spline that interpolates these points, is a function

S(x) defined as follow:

s(x) =



















s0(x) if x ∈ [x0, x1]
s1(x) if x ∈ [x1, x2]
...

sn−1(x) if x ∈ [xn−1, xn]

(11)

where si is a third degree polynomial defined by:

si(x) = ai(x− xi)
3 + bi(x− xi)

2 + ci(x− xi) + di (12)

for i = 1, 2, 3, ..., n− 1. The first and second derivatives of

these n-1 equations are fundamental to this process, and they

are

s′i = 3ai(x− xi)
2 + 2bi(x− xi + ci) (13)

s′′i = 6ai(x− xi) + 2bi (14)

for i = 1, 2, ..., n− 1.

For the development of this work, the points given were:

x −0.1 0.1 0.2 0.4

y −0.1 0.1 0.5 −0.2

z 1.13853 1.13853 0.871101 0.977196

And the resultant curve of the splines interpolation is shown

on Fig. 3.

Fig. 3. Result of Cubic Splines Interpolation

V. TERMO-MECHANICAL MODEL

In [10] the following simplified termo-mechanical model is

presented (15-24):

For the interval 0 ≤ X ≤ L:

Ẋ =
d

dt
X (15)

DẊ =
d2

dt2
X (16)

For the interval 0 ≤ X ≤ Lalp:

Ṗa1 = g21(X)(ṁa1 − ṁc1 − 9.176× 10−10Pa1DX)× 108

(17)

Ṗc1 = g31(X)(ṁc1 − 3.608× 10−8Pc1DX)× 106 (18)

For the interval Lalp < X ≤ L:

Ṗa1 = g22(X)(ṁa1 − 3.7× 10−8Pa1DX)× 1011 (19)

Ṗc1 = g32(X)(ṁc1 − 3.7× 10−8Pc1DX)× 1011 (20)

For the interval 0 ≤ X ≤ (L− Lalv):

Ṗc2 = g41(X)(ṁc2 + 3.469× 10−8Pc2DX)× 1011 (21)

Ṗa2 = g51(X)(ṁa2 + 3.469× 10−8Pa2DX)× 1011 (22)

For the interval (L− Lalv) < X ≤ L:

Ṗc2 = g42(X)(ṁc2 + 3.352× 10−8X4X6)× 1013 (23)

Ṗa2 = g52(X)(9.983×103(ṁa2−ṁc2)+1.168×10−5X5X6)×104

(24)

VI. CONTROL OF THE PNEUMATIC MANIPULATOR

Fig. 4 shows the mechanical-pneumatic system used to

generate the movement of the manipulator.

Fig. 4. Mechanical-Pneumatic System for the Pneumatic Manipulator
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The displacement of the rod is what must be controlled,

because it produces the output angle θ6 of the impulse mech-

anism and it affects directly the movement of the final link of

the manipulator.

The control that is implemented in this system is a PID control

developed in [6] . The inputs of the Termo-mechanical model

are the free effective area of the air flow and are shown in

(25).

u = [A1, A2, A3] (25)

Where:

A1 → The effective area the air flow in the base of the

cylinder.

A2 → The effective area the air flow in the rod.

A3 → The effective area for air flow return.

The diagram of control that represents the system is shown

in Fig. 5, where (e) is the error vector entering the PID

controller algorithm that gives the opening percentage vector

(u), that enter the pneumatic actuator system and generate the

displacement of the rod (X), and this gives the enough force

to generate the movement of the manipulator and to obtain the

output of the plant (θ).

Fig. 5. Control of the angle θ of the pneumatic manipulator

Equation (26) and (27) give as result the values of (25) and

they shows the control equation of each valve and the error

vector.

e = [ep, ei, ed] (26)

Aj = Kpep +Kiei +Kded (27)

In (27) j = 1, 2, 3 indicates the valve to be controlled.

Kp, Ki and Kd are the proportional, integral and derivative

constants, shown in Table II. ep, ei and ed are the proportional,

integral and derivative errors that can be obtained from (28-

30).

ep = θp − θ (28)

ei =
∑

i

e(Ti) (29)

ed = e(Ti)− e(Ti−1) (30)

TABLE II
CONTROL VALUES USED IN PID CONTROLLER

Valve Kp Ki Kd

A1 4.00 0.0 100.0

A2 −4.00 0.0 −100.0

A3 0.45 0.0 0.0

VII. RESULTS

Using the graphic interface developed in OpenGL and C++

[11], it is necessary to add the trajectories obtained from the

interpolation algorithm and kinematic equations, because of

the computational cost of these operations, they are processed

in Matlab because it has a better performance working with

matrix operations. The result of the previous operations is

saved in a text file and loaded into the simulator program.

Resultant movement in degrees of the pneumatic motor is

displayed in Fig. 6. The movement described for the second

link of the manipulator in degrees is shown in Fig. 7.

Fig. 6. Movement of the motor according to interpolation

Fig. 7. Movement of the second link of the manipulator according to
interpolation

After obtaining these graphics, the next step is to implement

the control algorithm developed in [6] to obtain the real

behaviour of the pneumatic cylinder considering the simplified
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termo-mechanical model and PID controller. The result is

presented in Fig. 8. In this case, the behaviour of the pneumatic

motor is the same than in Fig. 6 due to its termo-mechanical

model and dynamics have not been already obtained.

Fig. 8. Movement of the second link of the manipulator considering termo-
mechanical model and applying PID control

Fig. 9 shows an interpolated trajectory of 4 points with 50

intermediate points generated between the first point and the

last point. It is observed that after applying the controller,

the response obtained approaches the reference trajectory but

when the displacement of the rod moves out of the cylinder,

it does not achieve it, and when it moves into the cylinder, it

presents oscillations that are undesired.

In Fig. 10 the number of intermediate points is increased to

100 points and it is observed that when controller is applied the

rod reaches the set point, but when the displacement changes

its direction there are overshoots of up to 30 percent of the

desired value and they remain during the rest of the movement,

and this can affect the manipulator due to the limitations of

the system, for example, the maximum displacement of the

rod.

On the other hand, in Fig. 11 the number of intermediate

points of the interpolation is increased to 500, and the response

of the system after controller is applied is smoother and

is more in line with the set-point given as reference. This

behaviour is more convenient to the system because it does not

present overshoots or oscillations that would not be acceptable

to a specific application and could damage the system or even

the operator.

In Fig. 12 an image that shows the simulator developed in

OpenGL and C++ is presented, the coordinates xp, yp and

zp of the final effector are displayed, and the angles of each

link. In the simulator the trajectory generated is shown, this

permits to the user to supervise that the trajectory that is being

followed corresponds to the established one. It is controlled by

keys from the keyboard that allows to rotate the manipulator

and the axis, and to execute the animation of the path tracking.

Fig. 9. Rod position of the manipulator following a 50-point trajectory
generated

Fig. 10. Rod position of the manipulator following 100-point trajectory
generated

Fig. 11. Rod position of the manipulator following a 500-point trajectory
generated
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Fig. 12. Simulator Developed using OpenGL and C++

VIII. CONCLUSION

After applying different amounts of intermediate points

resulting from the interpolation it is concluded that the higher

number of points, the controller is able to bring closer the

output to the set-point given which makes the system more

stable and this allows to implement the path to the physical

robot without damaging it. In other words, the simulator

developed is a helpful tool that presents the possibility of

probing the behaviour of a Pneumatic Manipulator Robot

before being implemented.

This work has presented four different trajectories: a trajectory

that just follows the path of the points that resulted from the

interpolation, and three more trajectories where the control

developed in previous works is implemented and the responses

of each one of them are monitored through the graphics

generated in C++ and OpenGL.

As future work, this simulator will be extended to Three-

Degrees-of-Freedom which will permit to reach more points

in the space. The mathematical model of the pneumatic motor

will be obtained too. This will permit to obtain a better

simulation that considers the dynamics of the whole system

and termo-mechanical model of each actuator.
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Abstract— The classification of “severe storm” is an arbitrary 

classification and depends on the location and the damage they 

can make in populated cities. There are a lot of satellite images 

available for tracking and forecasting extreme hydrological 

storms. However there are no appropriated early warning 

methods proved for regional locations in Mexico. Not only for 

tracking and forecasting but also identifying convective patterns 

in order to improve weather prediction and have precise 

estimations of storm development. The aim of these work is 

develop a new technique that employ satellite imagery -based on 

water vapor images (WV) captured by geo-stationary satellites 

GOES- for analyzing extreme hydro-meteorological events 

comparison with records of sounding weather stations located in 

ground for validation proposes. The second aim is identify 

convective patrons and consequently use this information to 

improve the early warning system. The image from GOES 

provide an important information about the meso and local scale 

of hydro-meteorological events, which impact local weather 

generating severe rainfall, flash floods, and floods. This kind of 

tools can be available in real time for tracking severe storm in 

places where there is no available sounding data. 

Keywords—water vapor imagery; convective index; severe 

storm; GOES; sounding 

I. INTRODUCTION  

A severe storm is considered in United States if it presents 
any of these features: significant hail (≥ 2 in diameter) and 
significant wind (gusts ≥ 33.44 m/s) according with the 
scientific work [1, 2, 3, and 4] the observation of any tornado, 
automatically the storm is considered as severe storm. In 
contrast [4] identify that the term "severe" is an arbitrary 
classification and it can be given a storm which meets or 
exceeds some threshold or criteria and can vary around the 
word. For this classification rain fall rate is not considered as a 
specification for cataloged a severe storm in United States.  

In Mexico the variation in topographic, orographic, climatic 
and atmospheric features determinate the storms and make it 
totally different compared with the storms presented in United 
States. The importance of determinate severity and convective 
index in storms relay on the understanding of atmospherics' 
dynamic and how water vapor (WV) can increase or reduce the 
develop of a severe storm, [5] conclude that "The role of 

convection in enhancing cyclogenesis ... remains unsolved". 
WV could be the answer that gives key information about 
convective patrons. 

The Geostationary Operational Environmental Satellite, 
GOES-13, orbit the Earth at an approximate height of 35 
thousand kilometers above the equator, at this height the speed 
of the satellite is equal to the angular velocity of the Earth. The 
satellite give a turn of 360° in 24 hours, this characteristic 
allow us to have a constant monitoring of the same area, in this 
case all Mexican territory is monitored all day in a frequency 
of 15 minutes. 

In this work the use of WV images provided from GOES-
13 and sounding information -including convective, stable and 
unstable atmospheric index- from the cities where two cases of 
study are exanimate in order to classify these convective and 
severity index. Finally a threshold of classification of severity 
and convective index are proposed in order to apply for some 
homogenous region hit by hurricanes in Mexican Region.  

II. METODOLOGY 

 

Wardah [6] detailed the origins of this type of storms, 

especially form tropical systems like hurricane. Convective 

systems produce the greatest rainfall rates when the 

environment above the ground and under the top cloud this air 

mass began to get cooler and began to expand. Kalinga [7] 

introduce the rain and no-rain discrimination in their study 

improving the estimates from infrared imagery, the same 

methodology can be applied in WV image.  

 

A. Image Treatment 

The first step involves a geo-referential treatment of the 
images, in order to read the brightness values from top clouds 
for each pixel. An image processing techniques was applied 
using an own computational tools; First of all, to standardize 
the geographical positioning and resolutions (with pixels 

having an approximate coverage of 2.4  2.4 km) and then 
perform a reading of WV images (representing the brightness 
of different concentration of WV in the atmosphere at each 
point, expressed as a value or gray scale which fluctuates 
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between 113 to 255). Once we have the location of every 
sounding station we can extract the bright value for each point 
and a complete matrix of 9×9 pixels see Fig.1. In order to get 
the active pixels or the convective pixels, we apply the 
methodology given by [8]. 

For a matrix of 9×9 the mean, maximum and minimum 
value of the 49 pixels were estimated. For the active and non-
active pixel a discrimination were made resting the Pixel (i, j) 
to the mean. We have the lowest and the higher pixel values. 
Pixel with positive number were taken in count as active pixel 
and the rest were no take in count, the index of unitability takes 
in count the difference between the mayor and lowest value, 
once we have the index from the active pixels compared with 
the hole matrix the number is multiplication with the difference 
of values. 

Fig. 1. Programm developed in CIAQ. Extract the bright value from the 

infrared image from GOES (left) and visualize the bright value in each pixel 

(right). Image from 10th September of 2013 at 00h15 UTC. 

 

 

 

 

 

 

 

 

 

B. Sounding information 

 
The Mexican National Meteorological Service (SMN) has 

15 meteorological sounding stations in all Mexican territory 
(Table and Fig. 2) with at least one measure at day -except the 
station located in Mexico City witch is the only one with 2 
records; at 00Z and 12Z (day in the format DD and hour HH in 
the Zulu time or UTM)-. This information are present in text 
blog format, when it pass to Excel format is possible to get 
convective, stable and unstable index whit the help of a macros 
programmed by the author. University of Wyoming available 
on internet (http://weather.uwyo.edu/upperair/sounding.html) 
has access to few Mexican stations which have at least two 
measurements at day in some cases three measurements 
(DD00Z, DD12Z and DD18Z). As the information given by 
the SMN the information from Wyoming University is passed 
to Excel format and with the same macros y get the stable and 
unstable index. 

TABLE I.  SOUNDING STATIONS IN MEXICO 

Num. Code Station Name 
North 

Latitude 

West  

Longitude  
Height 

1 76805 Acapulco, Gro. 16.83 -99.93 3.10 

2 76595 Cancún, Q. Roo 21.02 -86.85 10.00 

3 76225 Chihuahua, Chih. 28.63 -106.08 1433.50 

4 76679 México, D.F. 19.40 -99.18 2302.00 

5 76256 Empalme, Son 27.95 -110.766 12.00 

Num. Code Station Name 
North 

Latitude 

West  

Longitude  
Height 

6 76612 Guadalajara, Jal. 20.66 -103.38 1551.10 

7 76723 Isla Socorro, Col. 18.72 -110.95 35.00 

8 76405 La Paz, B.C.S. 24.16 -110.30 18.50 

9 76654 Manzanillo, Col. 19.05 -104.31 3.00 

10 76458 Mazatlán, Sin. 23.20 -106.42 4.00 

11 76644 Mérida, Yuc. 20.98 -89.65 9.00 

12 76394 Monterrey, N.l. 25.86 -100.23 448.00 

13 76692 Veracruz, Ver. 19.15 -96.12 16.40 

14 76743 Villahermosa, Tab. 17.98 -92.93 6.50 

15 76526 Zacatecas, Zac. 22.75 -102.51 2265.00 

 

Fig. 2. Location of sounding stations in Mexico 

 

 

 

 

 

 

 

 

 

The following atmospheric index is studied; the main 
variable to use is environmental and dew point temperature 
[°C] at given height corresponding to a specific atmospheric 
pressure [hPa]: 

 Lift Index (LI). -  This index corresponds to a 
difference of environmental temperature at 500 
hPa and the humid temperature, dew point (Tdp) 
of an air mass lifted at 500 hPa. The more unstable 
the atmosphere the lower or negative values of LI. 

LI=T500-Tdp500 (1) 

 Total Index (TT). - Can be estimated using Tdp at 
850 hPa and temperature to 500 hPa. The warmer 
Tdp at 850 hPa and lower the environmental 
temperature at 500 hPa, the higher values of TT 
and the increase of an unstable atmosphere is 
presented. 

TT= (T850+Tdp850) – (2×T500) (2) 

 K Index (KI).- This index identify convective 
environments and give a probability of severe 
rainfall and can be determinate as: 

KI= (T850 – T500) + Tdp850 - (T700 – Tdp700)
 (3) 

Is important to mention that this index cannot be 
used to determinate the severity of the convective 
storm, variables at 850 hPa are used in order to 
determinate this index and is not applicable in 
mountain region where the atmospheric pressure 
is lower. 
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 Severe Weather Advisory Trend (SWEAT). - is 
based on a storm model from [8] and is given for 
specific atmospheric features from United States. 

SWEAT = 12 × Tdp + 20 × (TT – 49) + 2 × WV850 

+ WV500 + 125 × (S+0.2)  (4) 

 
Where WV850 is the wind speed at 850 hPa, in 
knots, WD850 is the wind direction at 850 hPa in 
degrees and 

S = sin (WD500 – WD850) (5) 

For equation (4) there are few considerations: 

o If TT <20 then 20 × (TT – 49) =0. 

o If WD 850 are between 130° and 250° or 
WD500 are between 210° and 310° then 
Eq. (5) = 0 and usually 125 × (S+0.2) =0 

o If WV 500 < WV850 then Eq. (5) =0. 

o If WV850 or WV500 < 7.167 m/s then 
Eq. (5) =0. 

 Potential of humid temperature Index (PI). - This 
index is based on the difference in humid air at 
different height well known as gradient 
temperature difference as the increasing of height. 

PI = Tdp500-Tdp850 (6) 

These five indexes qualify the atmospheric stability as 
stable and unstable. Give us an idea of the features of the 
atmosphere, is important to focus that in Mexico there is no 
investigations and results that show the classification of these 
index for every location or topographic features as United 
States. 

III. RESULTS 

The two study cases were chosen based on the atmospheric 
features –very special condition for each one- and the data 
available.  

 

A. Hurricane Odile 15
th

 september 2013 

Odile made landfall on the southern of the Baja California 
peninsula as a large category 3 hurricane (on the Saffir-
Simpson Hurricane Wind Scale). It was the first major 
hurricane to strike this region in 25 years and is tied with 
Hurricane Olivia of 1967 as the strongest land falling hurricane 
in Baja California in the historical record. Odile was 
responsible for 11 direct deaths and over 12 billion pesos (~1 
billion USD) of insured losses [9]. 

The maximum sustained winds were estimated to have 
decreased to 56.58 m/s at 0600 UTC 14 September. Data from 
the aircraft also indicated an expansion of the wind field, with 
the tropical-storm-force wind radii nearly doubling in size over 
the 36 h that Odile had been a hurricane. Odile’s inner eyewall 
eroded further after the plane departed and nearly dissipated 
after 0000 UTC 15 September, while the outer eyewall began 
to contract slightly.  

The hurricane further accelerated while Odile’s cloud 
pattern remained well organized, with a symmetric central 
dense overcast and a roughly 18 km wide eye. Odile made 
landfall with 56.59 m/s winds (category 3 on the Saffir-
Simpson Hurricane Wind Scale) on the southern tip of the Baja 
California peninsula at 0445 UTC 15 September, just to the 
east of Cabo San Lucas [9]. 

 

1) Sounding Index for Hurricane Odile 

In Fig. 2 are illustrated the three sounding stations with 
sounding data available for the corresponding days: Station La 
Paz code 76405 only has available data from 1412Z (day in the 
format DD and hour HH in the Zulu time or UTM). For station 
located in Mazatlán code 76458 has since the day 13

th
 to 16

th
 

and finally the station located in Guadalajara code 76612 has 
only the 1400Z, 1412Z and 1500Z. The following graphics 
describes the stable and unstable index for each station during 
the period of 13

th
 to 16

th
 September 2013. 

 

Fig. 3. Location of  sounding stations avilable for Hurricane Odile 

 

 

 

 

 

 

 

 

 76405 La Paz station 

When the atmospheric conditions are not favorable, some 
balloons get lost and some sounding are not available, is the 
case of La Paz station witch only have available this two 
sounding. The information given can help us to see the 
variation compared with other stations at the same time. 

TABLE II.  INDEX FROM 76405 LA PAZ STATION 

76405 1312Z 1412Z 

LI -16.4 5.0 

TT 20.6 23.4 

IK 31.5 27.9 

SWEAT 194.2 148.0 

PI -3.5 -19.3 

 

According to the classification for the index the 
atmospheric conditions at 1312Z LI indicates warning for 
tornado, TT index is classify as convective activity non-
significant, IK index estimate a rainfall probability of 60-80% 
in contrast the most used convective index is SWEAT, in this 
case is no probability of severe weather, and the PI indicate a 
few probability of convection.  
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For the second day, 24 hours later, the LI indicates a stable 
atmosphere (positive number), TT index revel convective 
activity non-significant, IK and SWEAT keeps the estimate a 
rainfall probability of 60-80% and no probability of severe 
weather, finally the PI indicate a few probability of convection. 

In La Paz, there are no gauges from ground automated 
meteorological station; the nearest station is Sierra la Laguna 
B.C.S. The station recordered 90.4 mm of accumulated rain 
during the period from 140920142050 UTC to 150920140720 
UTC, when the station stops transmitting data. 

 76458 Mazatlán station 

Fig. 4. Index from 76458 Mazatlán station  

  

 

 

 

 

 

 

 

 

 

 

TABLE III.  INDEX FROM 76458 MAZATLÁN STATION 

76458 1300Z 1312Z 1400Z 1412Z 1500Z 1512Z 1518Z 1600Z 1612Z 

LI -23.6 -27.2 2 2.4 0.7 3.6 1.6 3 4.7 

TT 21.6 20.2 21.8 20 13.6 11 8.3 10.3 9.8 

KI 34.9 37.3 37.1 34.3 41.6 35.3 38.9 37.3 38.1 

SWEAT 173.0 197.0 174.4 226.8 314.1 264.7 278.8 247.4 251.4 

PI 6.5 7.1 -19.1 -20.3 -21.2 -23.7 -23.4 -23.4 -26 

 

In this case the Mazatlán station shows a negative LI 
numbers for the 13

th
 September meaning instability and the 

warning for tornado formation.  

For TT index all the time were stable, numbers below the 
22 are considered as convective non-significant.  

For KI the numbers between 31 and 36 mean storm 
probability of 60 to 80% and numbers between 36 and 40 mean 
a storm probability of 80 to 90 %.  

For SWEAT index, numbers below 200 means stable 
atmosphere conditions, numbers between 200 and 300 mean 
4% probability of storms, numbers between 300 and 400 mean 
26% probability of storms. 

The nearest gauge station recordered an accumulated rain 
of 9.65 mm the 14092014 from 00 to 12 UTC, the 15092014 
from 00 to 12 UTC 7.84, from 12 to 2350 UTC 13.2 mm and 
16092014 from 00 to 12 UTC 6.6 mm. 

 

 

 

 

 76612 Guadalajara station 

Fig. 5. Index from 76612 Guadalajara station  

 

 

 

 

 

 

 

 

TABLE IV.  INDEX FROM 76612 GUADALAJARA STATION 

76612 1300Z 1312Z 1400Z 1412Z 1500Z 1512Z 1600Z 1612Z 

LI 2.0 4.8 0.7 2.7 0.3 4.7 -18.4 -18.4 

TT 16.8 9.1 14.7 10.1 12 10.2 15.4 10.9 

IK 44 29.4 39 34.9 42.5 36.0 41.6 33.7 

SWEAT 300.4 217.7 317.2 223.9 305.6 191.2 221.4 185.5 

PI -22.1 -24.6 -22.7 -21.7 -22.6 -24.2 -2.4 -1.6 

 

LI index indicate an stable atmosphere for numbers mayor 
than 3, and posibles storms from nombers between -3 and 3, 
for numbers less than -3 respresents a severe storm.  

The TT index are below 44, corresponding a classification 
of non-significant convective activity. IK index indicate a 
probability of storm between 60 to 80 %. For numbers higher 
than 40 indicates a 100 % of storms. 

The nearest station La Primavera recordered a rainfall 
accumulation of 4.8 mm, the 1400Z an 1 mm of rain 
accumulated and finally the 1300Z there is an accumulated rain 
of 16.4 mm in 1600Z.  

 

2) Convective Index for WP image from Hurricane 
Odile 

The mean of 3 and 4 images were taken in order to have a 
homogenous lecture from the WV images e.g. if the lecture 
from sounding were taken at 00Z the images 15 minutes 
before and after were analizyed, images 2345Z for the day 
before, the 0000Z and 0015Z image were taken in order to 
have a homogenous reading of the atmosphere. 

The program used (RedCiaq) use a treshold of 109 
brightness value, below these treshold is no activity 
recordable. This is the case of the station 76405 corresponding 
to station located in La Paz, where the treshold were recorder, 
corresponding a no apreciable values of WV. 

TABLE V.  INDEX CORRESPONDING TO THE PIXELS LOCATED IN THE 

SOUNDING STATIONS FROM WV IMAGES 

Station 1300Z 1312Z 1400Z 1412Z 1500Z 1512Z 1518Z 1600Z 1612Z 

76405 ND
a
 1.19 ND 1.36 ND ND ND ND ND 

76612 9.7 8.2 6.5 5 11.7 0.7 1.7 1.7 0.9 

76458 9.8 8.4 7.1 5 11.8 0.7 1.7 1.7 0.9 

a. ND no datum available, pixel lecture below the threshold 
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The convective index from the station 76612 and 76458 
present a similar record, in each case the movement in the pixel 
were similar. We can observe an intensification of the storm at 
1500Z date were the hurricane was making landfall in Cabo 
San Lucas. After 12 hours the index decrees dramatically, 
special when the storm moves north and began to decay in the 
sounding stations located in Guadalajara and Mazatlán. 

 

B. Hurricane Patricia 23
th

 octuber 2015 

 Patricia was a category 5 hurricane (on the Saffir-Simpson 
Hurricane Wind Scale). Its maximum sustained winds are 
estimated to have reached a peak intensity of 95.172 m/s near 
1200 UTC on October 23rd while centered about 130 nautical 
miles southwest of Manzanillo, Mexico.  

Patricia earn some record as; the strongest hurricane on 
record in the eastern North Pacific, -surpassing Hurricane 
Linda in 1997, and is also stronger than any Atlantic basin 
hurricane on record-, is important to remark that also for the 
most intense eastern North Pacific hurricanes are particularly 
uncertain prior to 1988. Records for the most extreme Atlantic 
hurricanes are considered reliable beginning in the early 1970s. 
Patricia also have the record  of the analyzed minimum central 
pressure of 872 represents the lowest tropical cyclone pressure 
on record in the western Hemisphere and the second lowest 
globally (behind only the 870 hPa pressure for 1979’s Typhoon 
Tip) [10].  

One of the mayor features that Patricia shows a quick 
develop (less than 24 hours) some catalogued as explosive 
deepening from October 22 to 23. Over the 24-hour period 
ending at 0600 UTC on October 23rd, the pressure is estimated 
to have fallen 100 hPa and the wind to have increased from 
38.583 m/s to 92.6 m/s. The 1-day intensification of 54.0167 
m/s exceeds a 48.872 m/s increase for Hurricane Wilma in 
2005 while over the western Caribbean Sea [10]. 

Patricia weakened substantially before making landfall 
along a sparsely populated part of the coast of southwestern 
Mexico as category 4 hurricanes, with an estimated landfall 
intensity of 66.878 m/s and an estimated landfall pressure of 
932 hPa. This makes Patricia the strongest hurricane on record 
to make landfall in Mexico, eclipsing the October 1959 
Manzanillo hurricane (recently reassessed to have made 
landfall at category 4 intensity), and Hurricane Madeline in 
1976. It should be noted, however, that the reliable record for 
extreme land falling Mexican hurricanes extends back only to 
1988 [10]. 

 

3) Sounding Index for Hurricane Patricia 

In these case of study as the reports information says that 
hurricane Patricia have a quick development in less than 24 
hours son just 1 day data was available. In Fig. 6 are illustrated 
the six sounding stations with sounding data available for the 
corresponding days: Station Acapulco code 76805 only has 
available data from 2212Z and 2218Z, Station located in 
Manzanillo code 76654 has 2212Z, 2218Z and 2300Z, Station 
Guadalajara code 76612 has only the 2212Z, Mazatlán station 

code 76458 has 2212Z and 2218Z and finally Zacatecas station 
code 76526 has 2300Z. 

Fig. 6. Location of  sounding stations avilable for Hurricane Patricia 

 

 76805 Acapulco station 

Fig. 7. Index from 76805 Acapulco station  

 

 

 

 

 

  

 

 

 

TABLE VI.  INDEX FROM 76805 ACAPULCO STATION 

7805 2212Z 2218Z 2300Z 2312Z 2512Z 

LI 2.3 1.8 2.1 5.7 3.7 

TT 10.3 9.0 -0.7 9.9 -7.1 

KI 36.7 36.4 39.0 31.5 35.2 

SWEAT 247.1 242.9 255.0 206.4 240.5 

PI -23.3 -22.9 -20.9 -23.6 -18.0 

 
LI numbers from 0 to 3 indicate the possibilities of lightly 

storms and numbers > 3 indicates stability. TT indicates 
convective activity non-significant. For KI the numbers 
between 31 and 36 mean storm probability of 60 to 80% and 
numbers between 36 and 40 mean a storm probability of 80 to 
90 %. For SWEAT index we have only the 4 % of severe 
storms. PI indicates a probability of convection. 

 
In this case Patricia has no records of intense storms and 

the gauges on ground do not register any heavy rainfall from 
2212Z to 2512Z. In this case the mayor of the unstable 
atmosphere was negative meaning that the atmosphere was 
stable until the high of 500 hPa. 
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 76654 Manzanillo station 

Fig. 8. Index from 76654 Mazanillo station  

 

 

 

 

 

 

 

 

 

TABLE VII.  INDEX FROM 76654 MANZANILLO STATION 

76654 1912Z 2012Z 2112Z 2212Z 2218Z 2306Z 2312Z 2412Z 2515Z 

LI 28.4 24.7 5.7 3.6 1.5 2.0 1.9 10.2 36.4 

TT 18.1 16.3 -9.1 12.9 11.7 9.0 7.9 10.5 14.1 

IK 34.8 27.7 35.8 35.1 41.0 35.7 34.5 37.2 24.9 

SWEAT 158.8 183.0 242.6 225.4 271.2 280.5 305.1 257.2 186.1 

PI -44.6 -40.1 -18.1 -24.1 -23.6 -21.3 -20.7 -30.3 -54.5 

 

LI numbers from 0 to 3 indicate the possibilities of lightly 
storms and numbers > 3 indicates stability. TT indicates 
convective activity non-significant. For KI the numbers 
between 31 and 36 mean storm probability of 60 to 80% and 
numbers between 36 and 40 mean a storm probability of 80 to 
90 %. For SWEAT index we have only the 4 % of severe 
storms. PI indicates a probability of convection. 

 

 76458 Mazatlán station 

Fig. 9. Index from 76458 Mazatlán station  

 

 

 

 

 

 

 

 

 

TABLE VIII.  INDEX FROM 76458 MAZATLÁN STATION 

76458 2212Z 2300Z 2312Z 2400Z 2412Z 

LI -43.6 -47.2 -43.0 -44.1 -47.2 

TT 21.6 20.3 14.0 11.4 20.2 

IK 24.1 27.6 30.5 37.9 32.1 

SWEAT 173.4 142.2 215.4 233.9 172.3 

PI 27.9 32.9 23.5 22.7 33.7 

 

LI numbers indicate the possibilities of tornado. TT 
indicates convective activity non-significant. For KI the 
numbers between 21 and 25 mean storm probability of 20 to 
40% and numbers between 26 and 30 mean a storm 
probability of 60 to 80 %. For SWEAT index we have only 
the 4 % of severe storms. PI indicates stability. 

 76612 Guadalajara station 

Fig. 10. Index from 76612  Guadalajara station  

 
 

 

 
 

 

 

 

 

 

TABLE IX.  INDEX FROM  76612 GUADALAJARA STATION 

76612 2212Z 2300Z 2312Z 2400Z 2412Z 

LI 4.7 0.7 1.6 1.2 2 

TT 10.9 8.6 7.9 7.5 11.1 

IK 34.5 1.5 36.1 38.5 37.8 

SWEAT 201.0 13.6 242.2 262.2 228.4 

PI -26.1 -5 -22.6 -22 -23.8 

 

LI numbers from 0 to 3 indicate the possibilities of lightly 
storms and numbers > 3 indicates stability. TT indicates 
convective activity non-significant. For KI the numbers 
between 31 and 36 mean storm probability of 60 to 80% and 
numbers between 36 and 40 mean a storm probability of 80 to 
90 %. For SWEAT index we have only the 4 % of severe 
storms. PI indicates a probability of convection. 

 76526 Zacatecas station 

TABLE X.  INDEX FROM 76526 ZACACTECAS STATION 

76526 2312Z 2400Z 2412Z 

LI 1.6 0.8 1.6 

TT 9.4 8.2 7.8 

IK 2.5 4 2.8 

SWEAT 18.8 50.8 32.3 

PI -6.3 -4.9 -5.5 

 

LI numbers from 0 to 3 indicate the possibilities of lightly 
storms. TT indicates convective activity non-significant. For 
KI the numbers indicate 0% of storms. For SWEAT index we 
have no possibility of storms. PI indicates a probability of 
convection. Is important to mention that Zacatecas is located 
at higher altitude compared with the others soundings station, 
and the lecture for 850 hPa is not  possible to get as [10] the 
mountains regions has to be treated different.  
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In the case of the altitude near the ground corresponding to 
an atmosphere pressure of 850 hPa were no available for these 
reason, the attitude of 775 hPa were taken as equivalent. There 
is no classification for these kinds of regions in Mexico. As a 
result the indexes of unstable atmosphere were no possible to 
get completed. 

4) Convective Index for WP image from Hurricane 
Patricia 

The mean of 3 and 4 images were taken in order to have a 
homogenous lecture from the WV images e.g. if the lecture 
from sounding were taken at 00Z the images 15 minutes 
before and after were analizyed, images 2345Z for the day 
before, the 0000Z and 0015Z image were taken in order to 
have a homogenous reading of the atmosphere. 

TABLE XI.  INDEX CORRESPONDING TO THE PIXELS LOCATED IN THE 

SOUNDING STATIONS FROM WV IMAGES 

Station 2212Z 2300Z 2312Z 2400Z 

76805 7.1 3.2 8.7 7.8 

76654 9.6 5.0 6.4 5.6 

76458 0.3 9.6 11.2 8.7 

76612 6.8 2.7 4.7 6.9 

76526 1.9 6.8 1.4 5.0 

 

The mayor convective index were from the station 76458 
corresponding to Mazatlán the 23th at 12Z the same as 76805 
corresponding to Acapulco 

 

IV. REMARKS 

 

Since space technology can be accessible for countries which 

has not develop their own meteorological satellites is a relevant 

tool for those who observe and prognosticate the weather in a 

wide time-space resolution. The image from GOES provide an 

important information about the meso and local scale of hydro-

meteorological events, which impact local weather generating 

severe rainfall, flash floods, and floods. This kind of tools can 

be available in real time for tracking severe storm in places 

where there is no available sounding data. More investigation 

is required, taking account a relationship between the category 

of a hurricane and the different index providing from sounding 

and pixels information. In Mexico the atmospheric features 

developed by hurricanes with lower categories considerably 

have higher impacts on ground. 

 

The catalogue of the entire indexes from sounding and the 

lecture made by pixels of WV image for each hurricane and 

compared with the damage made and the rainfall rates 

recordered on ground is important. 

 

Is necessary to catalogue, give a threshold to the WV images 

in six different levels; three mayor levels and three lower levels 

of water vapor pressure, and once we can catalogued we can 

stablish new grades for convective index on WV image. 

 

There is an important field of opportunity to develop new and 

innovated techniques and technology based on satellite data. In 

further investigations imply the addition of climatic regions 

more specifically convective index. Is necessary a study of 

principal components for each index in different location, 

including pixel patrons of storms in all Mexican territory and 

homogeneous region. 
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Abstract— A series of systematic models for Cd1-xZnxS 

photocatalyst are being calculated for x = 0.25, which also were 

synthesized and characterized by X-Ray diffraction and UV-Vis 

technique. The proposed models are the bulk for the CdS and 

Cd1-xZnxS and also different substitution of the Cd by Zn to 

represent the catalyst surfaces. The surface representation has 

been considered as an important issue, i.e., metal or sulfur atoms 

in the surface). The stability and the electronic properties for 

each proposed model were calculated using the Vienna Ab initio 

Simulation Package (VASP) by employing the density functional 

theory (DFT) and Perdew-Burke-Ernzerhof (GGA-PBE). The 

proposed models for the catalysts were compared among them. 

 
Keywords— Photocatalyst, theoretical study, VASP 

 
I. INTRODUCTION 

 
The use of solar energy as an alternative to hydrogen 

production via photochemical reactions is of great importance 
for a clean and renewable energy source. The searching of a 
semiconductor material with high photocatalytic activity under 
visible light irradiation is one of the actual topics to be 
discussed. (Kudo et al, 2009; Osterloh, 2008; Navarro, 2009; 

Navarro et al, 2009; Gust D et al, 2009; Navarro et al., 2009). 
The challenge is that using sunlight design material can act as 
a photocatalyst and to replace those that respond only to 
ultraviolet light, since UV light is only a small part of the solar 

radiation (Navarro et al., 2009; D Gust et al, 2009; Navarro et 
al, 2009). The metal sulfide photocatalysts generally have a 
narrow band gap and they have a good respond under visible 
light irradiation (Li, 2010). CdS is one of the most attractive 
photocatalysts because the value of the band gap is about 2.4 

eV which is suitable to reduce effectively the protons, H
+
 

(Wang et al, 2010; Subrahmanyam et al., 1996; Janet and 
Viswanath, 2006; Jing and Guo, 2007). However, CdS is 
prone to corrode in photocatalytic reactions and it’s known 
that this material (CdS) is oxidized by photogenerated holes 
(Meissner, Memming and Kastening, 1988; Girginer, 2009; 

Upadhyay and Sahu, 2009).  
There are some strategies to reduce the photocorrosion and 
increase the efficiency of the photocatalyst consisting of CdS. 

Regarding this matter, different methods have been reported in 
literature to modify the properties and photoactivity of CdS, 

 
 
such as, control of particle size, the addition of co-catalysts or 

addition of various elements for solid solutions (Shangguan 

and Yashida, 2002). Among them a combination of different 

semiconductor bandgap to form solid solutions resulting in the 

way of controlling the potential of the band conduction by 

changes in its composition. In this sense, it is possible to 

replace or substitute Zn by Cd atoms in small quantities. In 

this way a continuous series of solid solutions (Cd1-xZnxS) are 

formed (Li, Jiang and Guo, 2010).  
From the literature Reported based on the photoactivity of a 

solid solution Cd1-xZnxS has showed the importance of 

structural features, like the crystalline phase, crystal size and 

the geometric surface area, modify, not only, the band 

structure, but also the mobility of the charges. Even, there are 

both experimental and theoretical studies for this 

photocatalysts, the complexity of the involved phenomena in 

the complete process related with the holes formation and 

electrons recombination involved in the mechanism is not 

entirely clear yet. In that sense, the studies proposed here, will 

be oriented to gain insight in the fundamental knowledge 

about the phenomenon involved by studying the band 

distribution as well as, the electronic distribution as an 

important performance as a catalyst, overall for the water 

molecule activation in the H2 production. 

 
II. METHODOLOGY 

 
 

A. Experimental procedure 

 

1) Synthesis 

 
CdS and Cd1-xZnxS samples (where x = 25 is Zn concentration 

were prepared from its precursors by coprecipitation of CdS 

and ZnS from aqueous solutions of Zn(CH3COO)2•2H2O 

(Sigma-Aldrich, analytical grade) and Cd(CH3COO)2•2H2O 

(Sigma-Aldrich, analytical grade) at room temperature using 

3.4g of Na2S•9H2O (analytical grade) as precipitating agent. 
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2) Characterization methods 
 For the modeling of the solid solution, Cd1-xZnxS, in which it 

 

The synthetized materials were characterized by UV-vis DR has been considered x = 0.25, as it is shown in the Figure 2. 
 

This rate was chosen close to the literature reported by S. A. 
 

spectra in the 200-800 nm range at room temperature using an  

Macias-Sanchez et al. 2013, because it is the rate that better 
 

Ocean Optics Inc. spectrometer (Mini-DT2) provided with a  

performance showed for the water activation molecule. In this 
 

diffuse reflectance accessory. Also X-ray diffraction (XRD)  

work the rate was modify concerning with the literature, due 
 

technique    was    used    to    identify    the    preferential  

to  this  rate  is  more  convenient  for  the  quantum  chemical 
 

crystallographic grown and also it was used to calculate the  

calculation.  So,  the  CdS  catalyst  surface  was  constructed 
 

particle sizes. The XRD patterns were obtained on a broker  

given a free space of the 10 Å of vacuum.  Then, taking the 
 

model  D8  ADVANCE  X-ray  diffractometer  with  Cu  Kα  

CdS surface as a reference, the Cd1-xZnxS solid solution were 
 

radiation (λ = 1.5418 Å) operated at 30 kV and 15 mA. The  

constructed  replacing  one  Cd  atom  by  one  Zn  atom.  The 
 

analysis conditions comprised a scanning angle from 0.3 to  

supercell size has 4 slides. The constructed surface models are 
 

10º (lowangle) and from 10 to 90 º (wide-angle) at a speed of  

shown in the Figure 6 and 7 respectively. 
 

2º per min with a 2 s step count. Volume-averaged crystallite  

 
 

sizes  were  determined  by  applying  the  Debye-Scherrer  
 

equation. The molar composition of Cd1-xZnxS solid solution  
 

was obtained from the lattice parameter shifts, calculated from  
 

the  angular  position  of  the  (001)  reflections,  according  to  
 

Vegard’s law.  
 

B.  Theoretical procedure  
 

 

All calculations for the prosed models were performed by 

using the special code Vienna Ab-initio Simulation Package, 

known as VASP (Kumar, 2007; Mau AWH, 1984). For the 

description of electron, plane wave functions are used with a 

projector augmented plane wave potential used within the 

formalism of the density functional theory (DFT). The 

description of the exchange and electron correlation is treated 

by generalized gradient approximation with Perdew-Burke-

Ernzerhof (GGA-PBE) (AWH Mau, 1984) with an energy 

cutoff of 520 eV and 6 6 6 k-points, for the case of CdS 

structure and for the Cd1-xZnxS the energy cutoff was 480 with 

6 6 6 k-points. 

 

1) Proposed models  
As a reference bulk of the CdS crystal was calculated and 
parameterized. In Figure 1, the model for the CdS bulk is 
showed. 

 
 
 
 
 

 

Figure 2. Schematic representation of the Cd0.75Zn0.25S bulk. 

 

III. RESULTS AND DISCUSSION 
 
A. X-ray diffraction 
 
The XRD data of the Cd0.75Zn0.25S samples confirmed structure 

was preserved after incorporation of the metal sulfides by 

precipitation. All the Cd0.75Zn0.25S samples showed X-ray 

diffraction profiles with (100), (001), (101) and (110) 

diffraction peaks (Figure 3). The low relative intensities of the 

higher-order diffraction peaks originate from two sources, as 

explained by Schüth et al. First, a high ratio of wall thickness 

versus pore size produces lower relative intensities for higher-

order diffractions. Second, these relative intensities are also 

influenced by the roughness of the pore walls. 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Schematic representation of the Cds bulk. 
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Figure 3. XRD patterns of the Cd0.75Zn0.25S photocatalysts Figure 4. DRS UV-vis spectra of the CdS, and Cd0.75Zn0.25S solid solutions. 

 

B.  UV-vis diffuse reflectance spectroscopy (DRS) 

 

The coordination environment of Cd
2+

 and Zn
2+

 ions in 

calcined samples was studied by UV-vis diffuse reflectance 

spectroscopy. The absorption edges of Cd0.75Zn0.25S 

photocatalysts gradually shift from 3.4 eV to 3.6 eV as the Zn 

concentration increases, as observed in Figure 4. ZnS has only 

one absorption edge located about 397 nm, while the CdS 

presents an absorption edge around 460 nm indicating some 

kind of electronic interaction between CdS nanoparticles 

resulting in a Cd-S bonding. The absorption edge of the solid 

solution gradually changed as the amount of cadmium 

increased and was distributed between the two phases of CdS 

and ZnS. This phenomenon can be attributed to the transition 

band of the solid solution of Cd1-xZnxS. The band gap sizes for 

Cd1-xZnxS catalysts, calculated from the onset of the 

absorbance edge spectra. The band gap (BG) size of Cd1-xZnxS 

photocatalysts is a function of the Zn composition. The 

transitions from low to high absorption for the Cd1-xZnxS 

samples are not sharp as in the pure CdS and ZnS; this is 

indicative of a spread in cluster size. The Cd1-xZnxS samples 

show blue shifts in their absorption edges when the Cd 

concentration decreases (Zn concentration increases). With the 

increasing value of x, the position of the valence band of Cd1-

xZnxS hardly changes, while the conduction band is more 

negative, leading to a marked blue shift in the band of the Cd1-

xZnxS solid solution. 

 

C. CdS 
 

1) Calibration of the system 

 
The first task was for the model of CdS energy cutoff, k-points 
and the optimum geometry for CdS which is shown in the 
Table 1. The optimized values obtained for the CdS were of 
520eV for the Ecutoff. Once the Ecutoff, we proceeded to get 
k points that best represent the structure, the optimum level in 
6 6 6. Once Ecutoff and k-points is obtained, we proceed relax 
the system, obtaining a lattice constant of 5.94 Å. 

 

Label Ecutoff k-points a/Å 
(CdS) 320 eV 2 2 2 5.90 
(CdS) 420 eV 4 4 4 5.92 
(CdS) 520 eV 6 6 6 5.94 
(CdS) 620 eV 8 8 8 5.96 
(CdS) 720 eV 10 10 10 5.98  
Table 1. With a cutoff 520 eV and k-points 6 6 6, was varied the lattice 

parameter of 5.94Å being the optimum. 

 

2) Plane selection 

 
During optimization of the structure, we find that some groups 
(CdS) have more than one structure showing almost the same 
minimum energy. However, we have calculated the delta 
power to determine the structure having the lowest energy 
configuration, showed in the Figure 5 which corresponds to 
001 plane orientation of growing according to the X-ray 
experimental diffraction. 

 
 
 
 
 
 
 
 
 
 

 

 114



 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Supercell 3x3x3 preferential (001) to create surface, obtained 

with the VESTA program. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. CdS crystal surface representation, orientation (001). The 

model was obtained with Gaussian09 program. 
 
D. Cd0.75Zn0.25S 
 

1) Calibration of the system 

 
As second task was obtained for model Cd0.75Zn0.25S to 

obtain the cutoff energy, the k-points and the optimum  
geometry. In Table 4, the optimization process is shown, for 
obtaining an Ecutoff of 480eV. And the k-points that best 
represent the structure, have a value of 6 6 6. Once cutoff and 
k-points were obtained, we proceed to relax the system, 
obtaining a lattice constant of 5.87 Å, see Table 2. 

 
 

Label Ecutoff k-points a/Å 
(Cd0.75Zn0.25S) 280 eV 2 2 2 5.83 
(Cd0.75Zn0.25S) 380 eV 4 4 4 5.85 
(Cd0.75Zn0.25S) 480 eV 6 6 6 5.87 
(Cd0.75Zn0.25S) 580 eV 8 8 8 5.89 
(Cd0.75Zn0.25S) 680 eV 10 10 10 5.91 

Table 2. With a cutoff 480 eV and k-points 6 6 6, was varied the 
lattice parameter of 5.87Å being the optimum. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Growth preferential surface (001). The model was obtained 

with Gaussian09 program. 

 

E.  Comparison between CdS and Cd0.75Zn0.25S 

 
Then with the constructed models mentioned before the 

electronic properties were calculated and analyzed. The Total 
Density of States (TDOS) is shown in the Figure 8. 

 
 
 
 

 

Figure 8. Total density of states for CdS and Cd0.75Zn0.25S. 
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From the calculated TDOS for CdS and Cd0.75Zn0.25S can be 

observed that are a little modified by the Zn presence, which 
can be better appreciate in the partial DOS, as it can see in the 

Figure 7. In the Figure 9 it is shown the density of states to  
Cd0.75Zn0.25S (a, b) and CdS (c, d). Other repartition in the 
energy band structures in which the bandgap is affected by the  
substitution of Zn, vide Figure 10 and 11. From the band 

structures calculated a diminution of the band gap value from 

2.02 eV to 1.05 eV is obtained by the Zn presence in the 

lattice. Although, the obtained values are smaller than the 

experimental report 2.4 eV to 1.4 ev (S. A. Macías-Sánchez et. 

al) due to the well-known limitation of DFT (Stampfl C, Van 

de Walle CG. Phys Rev B 1999;59: 5521e35.), in this study, 

we focus on the relative change of the band gap after doping, 

and expect the band gap error hardly affect the comparative 

analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 9. Calculated total and partial DOS for Cd0.75Zn0.25S (a,b) and CdS (c,d) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 10. Calculated energy band structures for CdS. 

 
 
 

 

Figure 11. Calculated energy band structures for Cd0.75Zn0.25S. 
 

 

IV. CONCLUSIONS 
 
A crystals CdS and Cd0.75Zn0.25S solid solution were 

synthesized experimentally obtaining cubic growing, which 

was corroborated by X-Ray diffraction. The experimental UV-

Vis shows electronic changes in the Cd0.75Zn0.25S with respect 

to CdS by the Zn presence. The experimental bandgap 

obtained for CdS and for Cd0.75Zn0.25S solid solution were 

5.579nm and 5.523nm, respectively. The electronic changes  
by the Zn presence in the Cd0.75Zn0.25S crystal was 
corroborated using quantum chemical calculations based on  
density functional theory, which showed differences in the 

partial DOS distribution and also in the energy band structure. 

The theoretical results show a decrement in the band gap by 
Zn presence in the lattice, while the direct band still 

continuous for the solid solution. 
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Abstract—The modern outdoor self-localizing computer vision
applications require more robust and invariant descriptors and
go beyond repeatability. The descriptors need to be invariant
to light condition, and transformation changes likewise have
to have classification power. This paper investigates a genetic
algorithm based, a new self-adjusting framework with the aid of
machine learning algorithms to create and optimize extendible
modular descriptors for specific outdoor environments. The
framework optimizes a descriptor creation from roots. It controls
the image preparation and machine learning parameters and
also optimizes the descriptor size through managing the active
member modules and values. We compared the descriptor with
the most used state-of-the-art descriptors—on speed, accuracy
and invariance to light condition, image resolution changes, scale,
affine transformation and rotation—and the results show that it
has the best classification results.

I. INTRODUCTION

The merging technology of self driving cars, outdoor mo-

bile AR (Augmented Reality) applications and robotics have

a growing need for accurate self localization and visual

odometry, effective SLAM (Simultaneous Localization And

Mapping), place recognition, object classification, obstacle

detection, tracking algorithms among others. The expectations

towards the descriptors are higher and higher. The more

specialized tasks are not settle any more with only the track-

ing ability but demands more robust and highly specialized

descriptors for these tasks. To achieve this the current general

purpose state of the art descriptors performing poorly.

The problem is twofold: first to create a robust and invariant

descriptor to light and environmental changes; second to

reduce its size without loosing its descriptive power. Our aim is

to show that the modular structure and optimization framework

gives the opportunity to create condensed scene specialized

descriptors with high robustness for classification operations.

Our framework is a self adjusting optimizer creating scenery

dependent descriptors, where it operates with high efficiency.

The base concept is to create lightweight modular descriptors

with simple, computationally cheap elements that specialized

to the corresponding environment after training them with

machine learning techniques using EDD [1] as a base. The

framework would pick the necessary modules and values for

the scenery during the optimization period and concatenate

the resulted modules to a descriptor. A further goal is to

create a scene detector function and let the system decide the

composition of the descriptor with the objective to reduce the

computed and later stored data.

This paper presents a flexible extendible framework that

can optimize a feature descriptor in terms of invariance, size

and segmentation power using genetic algorithm and Random

Forest training method. The algorithm automatically creates

descriptor based on the the training database characteristics.

The first part of the article will unfold the details following the

steps of the framework. The second part presents the results

and discussion.

II. RELATED WORK

There are many works on detectors and descriptors and

their optimization to light changing environments [2] [3] [4]

[5] [6] or size [7] [8] [9]. Each of these work concentrate

using a fixed chain of calculations to obtain a fix sized

descriptor or a reduced size of an existing one. Different

approach for creation and optimization is to break into element

the descriptor creation pipeline and concatenate them after

optimization using learning approaches [10] [11] [4]. There is

more control over the parameters and results of the descriptor.

There are different areas in computer vision where Genetic

Algorithm (GA) is used. In object recognition [12] [13] where

the GA serves as a query function for large image datasets.

GA applied also to select [14] or to create and optimize

[15] [4] a descriptor for a specific job or environment. GA

was also used for optimization methods in combination with

Machine Learning Algorithm [16] to optimize descriptors with

medical images where machine learning techniques used as

a prediction model. But these works use already existing

descriptor calculations methods.

III. GENETIC ALGORITHM

The Genetic Algorithm is an effective stochastic algorithm

taking as an example of the natural selection and genetics.

The base of our design is Goldberg’s [17] Simple Genetic

Algorithm (SGA) (Algorith 1). The algorithm creates and

118



keep a population of fixed number of individuals (genomes)

and modifies their composition based on probability, genetic

operation—Selection, Crossover and Mutation—and evalua-

tion function. The algorithm runs until reaches the termination

criteria—creates the last set generation or the optimum score

reaches a specific threshold—.

Algorithm 1 Simple Genetic Algorithm pseudocode

1: procedure GENETIC ALGORITHM

2: Initialize Population with randomly generated

genomes

3: repeat

4: Evaluation with the Objective Function to Accu-

racy and Invariance evaluation

5: Select individuals for mating

6: Mate individuals to produce offspring

7: Mutate offspring

8: Insert offspring into population

9: until reached the termination criteria

10: end procedure

IV. DESCRIPTOR CALCULATION

In this section we present the scheme that creates multiple

scene dedicated descriptor. Each element of the algorithm has

responsibility for the size reduction and descriptor invariance:

The module bank for storing of the building blocks that

hold the image processing functions for the descriptor; the

activation function for the dimensionality reduction which also

delivers information about the relation between the structure

of the descriptor and the scene characteristics; the objective

function the training period which shapes the descriptor de-

pending of the characteristics of the database.

A. Preprocessing stage

Descriptor VectorModule Genomes Module function and activation
<0110010010011....00>
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Fig. 1. Modular Descriptor Extraction Process

The binary chromosome known from genetic algorithm

typically represent a solution for an optimization problem.

In our case this binary string serves two purposes: the first

part serves as a control panel being in charge of the image

processing and evaluation function parameters, each bit of

the string is responsible to activate or deactivate a value in

a certain module. During this stage the algorithm—based on

the current genome—sets the image processing and evaluation

parameters, and assembles the modular descriptor (Figure

1). The first 26 bits of the genome specifies 10 different

parameters corresponding to an image processing or evaluation

stage. The parameters cover the most important stages of

the optimization: Color spaces, Patch Radius, Gaussian Filter

Kernel size, Gaussian Sigma, Random Forest Depth, Random

Forest Size, Random Forest Best Split, Canny kernel size,

Canny Threshold and Pixel Gradient Calculator.

B. Module bank and activation

The second part of the genome a 185 element long binary

substring is subdivided into modules. These sub-strings are the

binary representation of the modules. They have equal length

as the number of values are produced by the corresponding

module, and the binary value specifies that the corresponding

value is active (=1) or inactive (=0). If a module has only

inactive elements the algorithm flushes from the descriptor

module list. This organization gives the flexibility to extend

the module list infinitely. The Module Bank contains the

following elements: Normalized Position; Mean and Standard

Deviation of each color channels; 2nd, 3rd, 4th, 5th Order

Central Moments; Hu Moments; Gevers [18] color invariant

l andf c features; Geusebroek [19] color invariant C and H

features; Distance Transform; Eigen values; Gradient Angles.

C. Datasets

We used two sets of images from three databases with

different characteristics during the evaluation to evaluate the

descriptors adaptabilities in a specific environment and in

changed conditions. The Brighton images were specially cho-

sen for the Segmentation evaluation and during the Rotation,

Affine Transformation, Resize and Blur Invariance test. The

Oxford dataset [20] (Figure 2 (a)-(c)) images were used for the

JPEG compression, Illumination and Light condition change

evaluation. The TILDE dataset [6] (Figure 2 (d)) images served

for the Light condition change evaluation.

(a) (b)

(c) (d)

Fig. 2. Invariance evaluation images for: (a) light change, (b) JPEG
compression, (c) Light condition change 1, (d) Light condition change 2

D. Objective function

To evaluate the genome we split the objective function into

two function: the segmentation and the invariance optimiza-

tion. The segmentation evaluation extracts the descriptors for

each keypoints, train the data with Random Forest learning
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algorithm, and then test the learned model. From the test

results we generated confusion matrices to compare the preci-

sion of each descriptor. This formed the base to calculate the

overall recognition rate—the average of all correctly classified

patches on the test set—and the average recognition rate —the

average per class recognition rate on the test images—. The

speed probe measured two different properties. The average

descriptor extraction time shows the time of the descriptor

retrieval from the whole image with an equal amount of

key-points. The average segmentation time demonstrates the

duration of the forest evaluation and image segmentation.

During the invariance evaluation we compare a set of two

identical images test the descriptor rotation, affine transform,

blur and resize invariance. To compare the impact of the

deformation, we kept one of the pair as ground truth and

transformed the other. During the rotation, resize and affine

transformation (Figure 3) assessments the same transformation

matrix converts the keypoints and image pixels to place the

reference points to the correct spot.

Both function returns an objective scores which later is

converted in each cycle to fitness score. The results of each

evaluation operation can be weighted in order to strengthen a

specific feature or invariance.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 3. Affine transformation cases in invariance evaluation: (a)-(j) Case 1-10

For the evaluation, we used an Intel R©CoreTMi7-4790 CPU

with 3.60GHz. The large lighting condition variations—that

often happen in real-world scenarios—can be modelled by a

diagonal mapping.

V. RESULTS

The genetic algorithm after 150 generations resulted an op-

timized descriptor with good segmentation power and similar

invariance to rotation, blur, size and affine changes as the most

used state-of-the-art descriptors.

We contrasted the Modular Descriptor with the state-of-the-

art descriptors’ performance with the same Random Forest

Training parameters. Table I shows the accuracy evaluation

results. Each table reports the overall recognition rate in the

first column and the average recognition rate of each class in

the rest of the table. The invariance results plotted on separate

graphs with the average match rate on the y axes and the

transformation cases on the x axes (Figure 4 and 5).

After the genetic optimization to a specific scene, the

modular descriptor developed a higher class recognition power,

and became more invariant to transformation changes. The

modular descriptor’s overall recognition rate is the best among

the contrasted descriptors and gave the best performance—

except in the ”Doors and Windows” class—in the average

recognition rate. The modular descriptor also reached a signif-

icant improvement in the transformation invariance compared

to EDD, and shown a midrange invariance towards affine, blur

and size changes, but it kept highly variant towards rotation.

Also performed weakly in the light condition changes.

TABLE I
AVERAGE TRUE POSITIVES AT THE BRIGHTON SCENE.(%)

Average true positive by class

Descriptor All Else
Doors &
Windows

Roof Wall

SIFT 73.45 78.53 67.23 69.07 71.80

Opponent SIFT 72.45 77.66 66.76 79.15 69.54

SURF 56.18 57.58 55.94 13.96 58.34

Opponent SURF 57.63 65.16 52.30 34.72 57.84

EDD 67.42 63.89 58.17 59.77 61.92

Modular Descriptor 73.70 91.86 55.03 72.13 73.84
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Fig. 4. Transformation Invariance results: (a) Gaussian blur (kernel size),
(b) Image rotation (angle), (c) Image resize (size), (d) Affine transformation
(cases)

VI. DISCUSSION

As the results show the framework has good potential to

optimize a list of candidates of a module bank, and image

processing parameters into a descriptor with high recognition

rate and invariance features. The algorithm also has the poten-

tial not only optimize the size of an existing descriptor [4], but

refine the image processing parameters and steps. Interesting

to see that after three different genetic optimization with 200

generation each, the XYZ was the most effective color space

for our purposes with 100 trees in the Random Forest training

period which is identical to Brieman’s [21] original training
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Fig. 5. Photometric Analysis results: (a) JPEG compression (cases), (b) Light
change (cases), (c) Light condition change (Notre Dame), (d) Light condition
change 2 (Mexico)

parameter. Also there is a substantial change comparing the

patch with to EDD [1]. Meantime they use 9×9 pixel size

patch, in our case for the optimum size is 21×21. This implies

more information but also more computation time.

VII. CONCLUSION

In this paper a new, environment dedicated modular descrip-

tor creator and optimizer algorithm were studied with respect

to setup parameters, segmentation accuracy, and invariance.

The results show that although the mainstream descriptors

have reliable performance in feature detection and invariance,

a modular descriptor which is dedicated to a specific envi-

ronment and optimized in size and image preparation can

have similar accuracy and invariance. This projects a new path

to investigate a trained modular descriptor which can adjust

characteristics of the retrieved information according to the

training environment. Based on the results we are planning

develop a new, two cycle recognition function where the first

class best recognized class results would be removed for the

second cycle. Also new modules would be developed for to

enhance the invariance to light condition changes.
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Abstract – This research presents the design and implementation 

of a new proposal of a photovoltaic-thermal system that uses an 

electrical resistance for heating water inside the collector of the 

thermo-solar module. The dimension of system components was 

oriented to achieve hot water for a family of four members using a 

150 l solar collector.  The device not only uses a temperature sensor 

and a microcontroller for starting and closing the heating device 

but also can be programmed to use the heating resistance only when 

the user requires hot water, saving electrical energy and 

diminishing the amount of photovoltaic panels to be installed. High 

demand schedules for hot water can be defined through a user 

interface based on a capacitive touchscreen. The mechanism was 

installed and proved in the Bioengineering Laboratory of Campus 

Amazcala of the UAQ.  

 
Keywords – solar water collector, photovoltaic system design, 

capacitive touchscreen  

 
I. INTRODUCTION  

 

A photovoltaic–thermal (PVT) module is a combination of a 

photovoltaic (PV) panel and a thermal collector for co-

generation of heat and electricity [1]. Solar water collectors, due 

to its simple and compact structure, offers a promising approach 

for solar water heating in diverse climates; however, the 

combination of these systems with a PV solar arrangement has 

not been completely reported [1] or in most cases, they have 

been analyzed separately [2]. In addition, solar water collectors 

are liable to be shaded by nearby buildings [3] or deal with days 

with low solar energy [4], [5]. Most research studies focus in the 

use of photovoltaic systems for internal water pump in order to 

maintain a forced circulation of water inside the collector as in 

[1], [4] ,[6], [7], and generation of electricity and hot water for 

general household demand as in [8],  [9], [10], [11], [12].  

 

Reference [5] shows an auxiliary electrical heating system that 

can be intelligently controlled by a the temperature sensor in the 

storage water tank, and reference [4] shows an analysis that 

supports that solar water heating with a heat pump has a better 

cost-benefit ratio than that of the electrical resistance. However, 

this research explains a new system that not only uses a 

temperature sensor for starting and closing the heating device 

but also can be programmed to use the heating resistance only 

when the user requires hot water, saving electrical energy and 

diminishing the amount of photovoltaic panels to be installed.      
 
II. METHODOLOGY  

 

A. Overall description 

 

Fig. 1 shows the general concept diagram of thermos-solar 

collector with photovoltaic backup and heating control system 

for high demand periods of hot water and the components that 

comprise it. The solar heater tank has an electrical resistance for 

water heating. The solar electricity generation array consists of 

an electrical load controller that receives energy from the PV and 

supply energy stored in the solar battery when needed. A 

temperature sensor is installed inside the collector for measuring 

water temperature. The user can select and ON/OFF schedule as 

considered to be of high demand trough a user interface (GUI) 

based one in a capacitive touchscreen. The operating principle 

of the system is based on ensuring the availability of hot water 

only at times when the user considers them to be of high demand. 

Activation of the heating part will be done only if necessary. If 

hot water is available at the scheduled time, the heating part will 

not be activated. In order to accomplish this task, a temperature 

sensor will be located inside the collector. 

 

The following situation is proposed as an example. A family of 

four (parents and two children of school age) where parents 

work in the morning and children go to school, all at 8:00 am 

take a  shower daily either at night or in the morning. Members 

who shower at night deplete supply of hot water for members 

who shower in the morning because cold water fills collector and 

overnight no solar radiation is received. This is where the control 

system solves the problem, since previously the user can 

establish 7:00 am as a “high demand period for hot water”, at 

6:00 the controller will measure the temperature inside the 

collector and if no hot water is available, the heating element 

will be activated, if hot water is available the heating element 

will not be activated. The system will also have a manual 

activation button (on screen) for unexpected situations. 
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Fig.1. general concept diagram of the photovoltaic-thermal system 

 
 

The system solves the following issues: 

 

• The users can ensure hot water at any time of day by setting 

several “high demand periods for hot water” depending on their 

daily activities, regardless solar radiation intensity (night or 

cloudy). 

• The problem of continuous discharge of solar battery overnight 

is solved, as activation of the system is only during the high 

demand hours. 

• The system will not activate if hot water is already available. 

• The system is completely solar based, since controller and 

actuators can work through the photovoltaic part. 

 

B. User Interface 

 

The GUI will consist of a capacitive touchscreen model ULCD 

- 43PCT PICASO 4.3 '' 4D SYSTEMS (Fig. 2.).  For saving the 

high demand times the display contains uSD memory in the 

back. 

 

Fig. 3 shows the proposed GUI of the photovoltaic – thermal 

system. The main screen (Fig. 3.a) displays the “select schedule” 
button, the “manual activation” button (ON / OFF) and the “See 
schedules” button. When the user touch the “select schedule” 
button, Fig. 3.b appears for selecting the day of the week, then 

Fig. 3.c appears for hour designation. When touching the “See 
schedules” button, all hours of high demand programmed by the 
user will appear as in Fig 3.d.   

 

The capacitive touchscreen will be in an accessible place for the 

user; for example, in a night table (Fig. 4). The GUI will 

communicate wirelessly with actuators. Actuators (electrical 

heating system) which will be found next to the solar heater on 

the roof of the house. 

 

 
Fig. 2. Capacitive touchscreen model ULCD - 43PCT PICASO 4.3 '' 4D 

SYSTEMS  

 

C. Energy analysis and photovoltaic design 

 

The next analysis will show the amount of energy needed to 

increase the temperature of water inside a solar collector with 

capacity of 150 l (0.150 m3) that is commonly used for a family 

of four members. The solar collector has a 700 W electrical 

resistance backup for water heating. Starting from the 

assumption that water at 20 °C fills the system and water at 42 

°C is considered as hot for a shower [13], the difference of 

temperature (ΔT) is 22 °C.  It will be assumed that the collector 

is filled at night and that batteries would be charged during day. 

Equation (1) is used for determining the amount of energy (Q) 

needed to increase the temperature of water inside the collector, 

where m is the mass of liquid, C is the specific heat of the liquid 

and ΔT is the difference of temperature 

 

 Q = mCΔT  (1) 
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Fig. 3 Proposed GUI of the photovoltaic-thermal system. 

 

 
Fig. 4. Capacitive touchscreen in a night table, close to the final user. 

 

 

Since the specific heat of water is 4.186 J g-1 °C-1 and according 

with (1) the energy needed to accomplish a ΔT of 22°C is 

13,813,800 J. This is the amount of energy that theoretically, the 

batteries would need to supply to the electrical heating system.  

 

Querétaro city receives a daily amount of 5.9 kWhm-2 [14], this 

information is also used as 5.9 peak sun hours in order to make 

an easy estimation of PV needed in a solar electrical installation. 

Using PVs of 150 W, each PV would have a daily production of 

885 Wh equivalent of 3,186,000 J, but with an efficiency of 75% 

the energy produced per panel would be 2,389,500 J or 663 Wh. 

The total amount of PVs of 150 W needed to accomplish 

13,813,800 J (energy needed for the heating system) is 5.78 

panels leading to install 6 panels, having a daily production of 

3,982.5 Wh. 

 

For the design of the PV electric system, the dimensioning of the 

battery backup is one of the most important calculus; if the 

battery backup is oversized, it has the risk of not been 

completely charged, if the battery backup is small, it has the risk 

of not delivering enough energy to keep the system working 

[15]. The information needed for the battery backup 

dimensioning is the daily energy use, days of system autonomy, 

battery discharge limit and environmental temperature (if lower 

than 25°C) [15]. Using a 600 W inverter model PSWGT-300 

with 24 VCD input, and considering that the daily energy 

produced by the system is 3982.5 Wh, 1.5 day backup is required 

(5,973.75 Wh) with a battery discharge profundity limit of 80% 

(7,467.15 Wh), and a inverter efficiency of 90% (8,296.83 Wh) 

the minimum Ampere-hour capacity is 345.7 Ah. Using CALE 

solar batteries of 12 VCD and 115 Ah, Fig. 5 shows a proposed 

connection of six batteries that supplies 345 Ah and 24 VCD to 

the inverter.            

 

 
Fig. 5. Battery backup for heating system. 
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III. RESULTS 

 

TEST 1 

In test 1 (Fig. 6) the behavior of the tank temperature of solar 

heater during four consecutive days without any type of control 

and without hot water demand is shown in order to have a 

reference point in the following two tests. Because there is no 

demand for hot water, the temperature inside the collector 

behaves stably, with a minimum temperature of 21.1 ° C 

reported in the day of the first test and a maximum temperature 

of 90.9 ° C reported in the third day of the test. It is noteworthy 

that the first day does not reach a high temperature because it 

was the first day the collector tank received water. 

 

TEST 2 

In test 2 (Fig. 7) the temperature behavior of the solar heater tank 

during four consecutive days without any control type and high 

demand for hot water is shown in order to know the temperature 

decrease in the tank due to overnight filling with cold water. For 

this behavior, the solar heater was drained (simulating high 

demand) at 18:00 h and was filled with cold water at 5:50 h. It 

can be seen that water inside the collector is heated only with 

solar radiation received during day. The minimum temperature 

recorded during the test was 15.9 ° C which corresponds to the 

filling of the third day, and the maximum temperature recorded 

was 61 ° C which corresponds to the fourth day of trial. It is 

noteworthy that due to drainage of the heater during the 

afternoon and filled with cold water in the morning, it could not 

get a similar record as test one. 

 

TEST 3 

In test 3 (Fig. 8) the behavior of the solar heater temperature tank 

during four consecutive days with the control system and high 

demand for hot water was determined. Electrical resistance was 

activated during one hour at 6:00 h, by establishing 7:00 as a 

high demand hour. The temperature behavior was similar to test  

 
Fig 6. Temperature behavior inside the solar collector tank and received solar 

radiation during test one. 

 

 
Fig 7. Temperature behavior inside the solar collector tank and received solar 

radiation during test two. 

 

2, with a minimum temperature of 15.8 ° C which corresponds 

to the second day of filling and maximum of 76.2 ° C which 

corresponds to the third day. It is noteworthy that the electrical 

resistance accomplishes no considerably effect for increasing 

water temperature during its activation; achieving an average 

temperature increase of 6.28 ° C during activation. However, it 

is noteworthy that due to the energy injected by the heating 

resistance, higher temperatures are achieved throughout the day 

compared with test 2. 

 
Fig 8. Temperature behavior inside the solar collector tank and received solar 

radiation during test three. 
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IV. CONCLUSION 

 

Energy injected by the heating resistance has no significant 

effect on water temperature inside the tank, accomplishing an 

average increment of 6.28 °C of 150 l of water. However, it is 

noteworthy that due to the energy injected by the heating 

resistance during one hour, higher temperatures are achieved 

throughout the day. 

 

V. DISCUSSION 

 

This work presents the analysis of using an electrical resistance 

for back up of a thermal solar collector. Results suggest that this 

type of backup is not suitable for an immediate increment of 

temperature inside the collector, it only helps to achieve higher 

temperatures along the day; and when no solar radiation is 

received, temperature increases slowly when the resistance is 

activated. Besides, using electricity generated by solar 

photovoltaic, considerably increases the total cost of the system 

since a high amount of energy is required for water heating. 

Using solar electricity generation is not recommendable for this 

type of applications, even with a temperature control system and 

activation in high demand schedules. The system control for 

activation of heating elements would be suitable for gas heaters 

that can achieve faster increment of temperature.   

 

Most researches note that energy efficiency of solar collectors 

with photovoltaics is suitable and can be used to improve system 

performance; nevertheless, in most applications, photovoltaics 

generated energy is used to force convection [1], [4], [6], [7] or 

pump water inside the collector [16], not for heating directly the 

water inside the collector.      
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Abstract—Microalgae  have  the  potential  to  become  a

sustainable  source  of  vegetable  oil,  due  to  its  production

efficiency  and  lipid  content.  The  current  production  process

includes  three  stages:  biomass  dewatering  by  centrifugation,

mechanical  cell  wall  disruption  and  Soxhlet  oil  extraction.

However,  these processes are not energetically sustainable,  and

current research is focused on proposing different mechanisms to

reduce the use of energy in the microalgae oil production. There

are  several  proposed  alternatives  to  each  step  This  study  is

focused on the evaluation of some of these alternative methods;

flocculation  for  dewatering,  pulsed  electric  fields  for  cell

disruption, and microwaving for oil extraction. A quantification

of  energy  required  for  traditional  centrifugation,  mechanical

beating  and  Soxhlet  extraction  showed  a  total  energy

consumption of 61.03 kW h/kg dry weight. Using flocculation by

pH change,  pulsed  electric  fields  and  microwave  extraction,  a

total of 16.61 kW h/kg dry weight energy was required. Overall,

the results suggest that these alternative processes are viable to

obtain  microalgae  oil  with  less  energy  than  the  traditional

methods.  Moreover,  the  proposed  alternative  methods  can  be

integrated in a continuous process that can improve the energy

consumption in the future 

Keywords—microalgae; oil; flocculation; pulsed electric fields;

microwaving;

I. INTRODUCTION

Vegetable  oil  is  a  viscous  liquid  constituted  by

triglyceride  molecules  and  produced  by  photosynthetic

organisms.  Industrially,  vegetable  oil  is  extracted  from

oleaginous plant seeds such as  soybean,  palm or sunflower.

Historically,  vegetable  oil  has  been  mainly  used  in  food

preparation,  but  recently,  it  has  been  employed  for  other

purposes  such  as  paints  and  resins  additive,  chemical

precursor  for  other  substances  or  for  biofuel  production,

mainly biodiesel [1]. 

In  the  last  decade,  non-food  oil  consumption  has

increased  due  to  growing  new  industries  requiring  it  in

industrial processes and a global interest on alternative fuels.

Also,  changes  on  traditional  diets  and  growing  world

population  have  increased  the  oil  demand  for  human

consumption,  as  can  be  seen  in  Figure  1  [2].  However.

cultivation of traditional oil producer plants is limited due to

the need for large fertile land extensions along with water and

nutrient required for consumption, thus, the future of vegetable

oil production is considered an important issue for the whole

world [3].

Fig. 1. Global consumption of vegetable oils by major applications [2].

Microalgae  have  potential  as  usable  biomass  for

renewable  energy  production.  Specifically,  some  species  of

microalgae  can  produce  high  amounts  of  lipids  [4].

Microalgae are unicellular photosynthetic microorganisms that

live in aquatic systems. Microalgae does not need soil to grow

and can use multiple nutrient sources, such as wastewater or

marine  water.  These  microorganisms  also  produce  other

valuable  compounds  such  as  proteins,  carbohydrates  and

pigments [5]. 

Currently, microalgae are produced to obtain specific

compounds,  but  there is  an important  interest  on high  lipid

production  species.  However,  several  obstacles  limit  its

massive production. One of the most important problems is

that microalgae oil production has high energy requirements

[6]. Water-suspended microalgae cells are very diluted in the

medium, and constitutes only between 0.02-0.5% of the total

culture volume [7], and its cell properties, such as small size

(between  5  and  20  μm)  and  electric  charge,  maintain  the

culture  in  a  homogeneous  and  very  stable  suspension  [8].

Microalgae  cells  also  have  a  strong  and  flexible  cell  wall
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which is not easily permeated, and the oil is usually found as

globules adhered to internal membranes, making the extraction

a difficult process [9].

Fig. 2. Ideal process for microalgae oil production.

The  typical  oil  extraction  processes  currently  used

have  been  adapted  from  other  industries,  like  waste  water

treatment or standard oleaginous seed oil extraction. Once a

microalgae culture has been produced, oil obtainment typically

follows  a  three-stage  process:  biomass  dewatering  or

harvesting, which consists on separate the microalgae biomass

from the water medium -with an ideal possibility of recovering

said water – and obtain a high concentrated slurry; cell wall

disruption  to  easily  access  the  intracellular  oil;  and  oil

extraction from the rest  of intracellular  content,  causing the

less possible damage to the rest  of  the biomass in  order  to

obtain other  compounds  of  interest.  A diagram of  the  ideal

process can be seen in Figure 2, including the alternate discard

or recover water step

Standard  dewatering  process  uses  centrifuges  to

precipitate biomass by density difference [10]. Filters are then

used  to  collect  biomass  forcing  water  to  pass  through  a

membrane, retaining microalgae biomass [11]. Centrifugation

and filtration are efficient processes; however, both consumes

high amounts of energy [12]. 

Flocculation consists on the formation of bigger cell

aggregates  that  are  easy  to  collect  using  cheap  and  simple

filters or by simple draining of the excess water. Flocculation

is  an  interesting  alternative  to  centrifugal  dewatering.

Flocculation can be promoted by different methods, such as

the  addition  of  different  compounds  –  both  chemical  and

biological –, induction of changes in pH value, or application

of  electromagnetic  currents  [13].  In  terms  of  energy

consumption,  flocculation  is  currently  the  most  promising

process, and, depending of the elected flocculation process, it

is  possible to reuse the filtered medium [14].  However,  this

operation  normally  requires  extra  equipment  to  allow  the

medium  to  flocculate,  since  it  is  acknowledged  that

flocculation efficiency requires steady conditions. Also,  the

addition of certain chemical flocculants can turn the medium

unsuitable for reuse and create contamination problems with

waste water [15].

Once the microalgae biomass has been collected, the

cell wall must be broken in order to obtain the intracellular oil.

Currently, the cell wall rupture is achieved using mechanical

methods  like  press  extrusion  and  mechanical  bead-beating

[16].  However,  due  to  the  plasticity  of  the  cell  wall,  these

processes  are  poorly  effective  and  consume  lots  of  energy

which is mainly lost as heat [17]. 

An alternative to this process is electroporation, the

induction of an electrical imbalance in the cell wall charges,

thus  reducing  its  impermeability.  Once  the  cell  wall  is

permeable,  solvents  can  easily  extract  the  intracellular

compounds [18]. Though electroporation can be achieved by

direct application of an electric shock, this can damage some

compounds; so an alternative is the electroporation using high

frequency pulsed electric fields (PEF) [19]. These pulses are

generated  through  external  electrodes,  which  create  an

electromagnetic field strong enough to electroporate the cell

wall [20].

Soxhlet  and  Blight-Dyer  extraction  methods  are

extensively used to extract vegetable oil form biomass; these

methods use non polar solvents such as hexane, chloroform

and methanol, due to the polar affinity with oil molecules [21].

Both  methods  require  intensive  extraction  times  at  high

temperatures,  which  accounts  for  considerable  amounts  of

energy to maintain the adequate conditions of temperature and

pressure [22]. 

Microwave-assisted  extraction consist  in  generation

of  local  heating  points  caused  by  microwaves  inside  and

outside  of  the  cell.  These  heating  points  vaporizes  small

amounts of liquid,  and the vapor either  drags the non-polar

molecules  to  the  solvent  liquid  phase  or  creates  enough

internal pressure to project intracellular content to the outside

of the cell  [23].  This method can achieve similar  oil  yields

compared to Soxhlet extraction, and, though it is a high energy

consumption process, the time required to extract the oil are

significantly shorter than Soxhlet extraction, this compensates

the  high  energy  input  and  can  result  in  a  reduced  overall

consumption [24].

This work focuses on the comparison between energy

consumption required to obtain microalgae oil on a laboratory

scale  using  the  conventional  processes  (centrifugation,

mechanical  cell  wall  disruption,  and  Soxhlet  extraction)  in

comparison  with  the  proposed  approach  that  includes

flocculation by pH change, electroporation by PEF and solvent

extraction using microwaves. The proposed methods are also

performed under conditions similar to a continuous process in

order  to  observe  if  the  integration  of  these  alternatives  is

viable under non steady conditions.

II. METHODOLOGY

A. Microalgae Culture

The  scope  of  the  work  considered  that,  for  an  oil

production process, microalgae culture in optimal conditions

and ready to be harvested is available.  A  Chlorella vulgaris

culture with a concentration of 2.7 g/L microalgae dry weight

was  provided  by  Universidad  Autónoma  de  Querétaro,

Campus Amazcala. 
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The culture medium was prepared with tap water and

0.1% of a commercial foliar fertilizer (Bayfolan Forte©, Total

N 11.4%,  phosphorus  as  P2O5 8%,  potassium as  K2O 6%).

Chlorella  vulgaris was  grown  in  an  Algaemist®

photobioreactor, incubated at 31°C and illuminated using cool-

white LED lamps 24 h/day and continuously aerated by CO2

for 10 days. The microalgae concentration was calculated after

measuring the optical  density of  the culture at  750 nm and

comparing  the  result  with  a  previously  elaborated  optical

density versus dry weight curve. 

All the  energy  consumption  from every  equipment

used in the study was measured based on the energy input it

required,  the  full  time elapsed  in  the  process,  and the  total

biomass  processed  for  every  step,  and  all  results  were

converted  to  kW h/kg  dry microalgae  weigh  (dmw)  for  an

adequate comparison.

B. Dewatering processes

For  the  dewatering  step  using  centrifugation,  six

samples of 10 ml of the culture were put each one in 12 ml

glass tubes and centrifuged in an Eltek laboratory centrifuge

TC A series at 3000 rpm for 15 minutes; the supernatant was

discarded and the microalgae precipitate was collected, dried

and weighted.

For the proposed flocculation process, six samples of

50 ml of the culture were collected in 100 ml beakers each

one,  all  samples  were  mixed  with  potassium  hydroxide

solution, 0.1 M, to achieve a pH value of 10; immediately after

that,  the  samples  were  stirred  for  2  minutes  in  a  Thermo-

Scientific  model  SP-131015 magnetic  stirrer  at  120  rpm in

order to flocculate the microalgae cells in a non steady state,

simulating  the  conditions  in  a  photobioreactor.  After  the  2

minutes, each sample was passed through a 20 μm Whatman

filter paper, previously weighted. The filter paper was dried in

an oven at 70 °C for 24 hours, and weighted again to obtain

the total harvested microalgae weight.

C. Cell disruption processes

For  the  mechanical  cell  disruption  method,  six

samples of 5 g of dried microalgae were passed through an

model A-11 IKA beating mill at 20000 rpm for 1 minute, in

order  to  measure  the  energy  required  by  mechanical

disruption. A beating mill was selected due to no availability

of a bead-beating equipment. 

For  the  alternative  to  mechanical  cell  disruption,

electroporation using PEF was  chosen A PEF chamber was

constructed based on previous report from [20] as shown in

Figure  3.  Copper  electrodes  were  used  due  to  the  highly

conductivity of the metal. The chamber capacity was measured

at 15 ml. The PEF unit was designed to work under continuous

flow  conditions;  however,  for  the  purposes  of  the  present

study, batch conditions were used. 

Fig. 3. PEF chamber for continuous cell electroporation, as described by [20].

Due to the fact that PEF treatment requires a liquid

medium, six samples of 9 g of dried microalgae were weighted

and mixed with 10 ml of a hexane-acetone 1:1 solution. Each

sample was put under the same PEF conditions (4 kV/cm, 5

Hz)  for  one  minute,  After  this  time,  all  the  samples  were

collected for extraction.

D. Oil extraction process

For  the  Soxhlet  solvent  extraction,  the  mechanical

milled samples were put in a 1.6 μm filter paper capsule and

extracted using a Soxhlet extraction chamber with a hexane-

acetone 1:1 solution in a 125 ml flask. The Soxhlet equipment

was heated in a Thermo-Scientific model SP-131325 hot plate

for four hours at 60 °C and the extraction chamber was cooled

using  a  PolyScience  model  MX7RL  water  pump  cooler

recirculator at 10°C.

Microwave extraction was performed on PEF treated

samples. For this, 16 ml of the hexane-acetone solution were

added to each sample to complete a total of 25 ml. All samples

were  microwaved  under  the  same conditions  (700  W,  2.45

GHz,  100°C,  for  10  minutes)  in  an  Anton  Paar  model

Multiwave PRO extraction equipment.

After extraction, all samples were collected and the

solvents were evaporated in a water bath at 55°C to collect the

oil extracted

III. RESULTS

A. Dewatering process

Centrifuged samples were collected after the process,

then dried and weighted, and a total  efficiency of 97% was

obtained  based  on  the  original  culture  concentration.  The

capacity of the centrifuge equipment was 60 ml; with an input

of  100  W and  a  total   harvesting  yield  of  0.157  g  of  dry

microalgae cells after 5 minutes, the total energy consumption

for the centrifuge equipment was calculated as 19.7 kW h/kg

dmw.

Flocculation  showed  a  lower  final  efficiency,  an

average of  78% of  microalgae  biomass was  retained in  the

filters after the stirring time. However,  considering the total

time of the process (2 min), and a lower input (20 W) for the

agitation,  the  energy  consumption  from  this  stage  was
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calculated in 4.11 kW h/kg dmw. Also, the flocculation was

conducted under non-steady conditions, similar of those from

a  photobioreactor;  which  means  the  flocculation  can  occur

directly in  the culture,  and this  energy consumption can be

even lower.

Another  interesting  result  of  the  flocculation  using

alkaline  pH  is  that,  once  neutered,  the  filtered  medium  is

viable  to  grow  new  microalgae  cultures.  And,  due  to  the

remanent microalgae cells, it can regrow immediately after the

dewatering process.

Both  dewatering  processes  studied  here  are  highly

dependent on microalgae concentration in the culture. For an

optimal  energy  consumption,  higher  microalgae  cell

concentrations  are  useful.  However,  a  higher  amount  of

microalgae slurry in the filters can increase the time required

for the final biomass harvesting, or for the whole process to be

complete.

B. Cell disruption process

The beating mill equipment had an input of 160 W.

Considering the conditions mentioned in the previous section,

a  total  energy  of  5.33  kW  h/kg  dmw  consumption  was

measured. The beating mill had a maximum capacity of 7.33 g

of  dried  microalgae.  Considering  this,  the  optimal  energy

consumption using this instrument can vary. The amount used

in  this  study  was  the  recommended for  the  instrument

according to the instruction book.

The beating mill used here has a higher capacity, but

it  also  translates  in  higher  energy  consumption.  Optimal

conditions for the beating mill are unknown, and the energy

consumption  could  be  lower  under  better  operational

conditions. 

The PEF equipment energy consumption for the 9 g

samples was calculated as 2.6 kW h/kg dmw. The conditions

were those used by [20]; however, optimal conditions are still

being  studied,  and  it  can  be  possible  to  lower  the  energy

required for electroporation using PEF treatments. Also, [20]

proposes  the  possibility  of  microalgae  oil  spontaneously

floating away of the cell,  thus,  the extraction step could be

simplified  or  even  skipped using  PEF.  The  viability  of  the

spontaneous release is, however, still under research and not

enough evidence of it is available.

The  PEF  chamber  used  in  this  study  can  also  be

incorporated  in  a  continuous  flow,  which  could  allow  an

integration  with  the  flocculation  system.  Though  for  the

adaptation of the process the energy required for microalgae-

solvent mixture slurry should be considered.

C. Oil extraction process

For  the  Soxhlet  extraction,  at  the  required

temperatures (72°C), the hot plate had an input of 30 W, and

the water cooler pump had an input of 20 W;  for the total time

required  for  extraction,  and  the  weight  of  the  microalgae

sample, the energy consumption was calculated as 36 kW h/kg

dmw. 

Soxhlet extraction can be improved adding a higher

amount of microalgae in the chamber; however, the capacity

of the extraction chamber was measured as approximately 7 g

of microalgae, so the conditions used here seem to be near the

optimum. Also, the total time was chosen based on previous

reports.  However,  particular  conditions  for  the  Soxhlet

equipment and microalgae species must be measured in order

to  optimize  the  time  and  temperature  required  for  the

extraction

Microwave had an input of 600 W, higher than the

hot  plate used  for  Soxhlet  extraction.  However,  all  samples

required  one  single  treatment;  thus,  the  total  capacity  was

higher and also the time was smaller.  Microwave extraction

also  does  not  requires  a  condensator  unit  or  a  water  pump

chiller, which reduces the energy consumption and the amount

of equipment required. For the conditions cited in the previous

section,  a  total  consumption  of  10  kW  h/kg  dmw  was

calculated.

D. Overall results

After  all  processes  were  completed  and  energy

requirements  were  measured,  the  results  for  the  standard

process and the alternative methods tested in this study were

analyzed.

A  comparative  graph  for  energy  consumptions  is

shown in Figure 4. As it can be seen, less energy was used in

the  proposed  alternative  methods  approach,  61.03  against

16.71 kW h/kg dmw. The maximum energy saving was in the

harvesting step, using flocculation by pH change and simple

filtration  instead  of  centrifugation.  Though  PEF  treatment

energy consumption was near half of the mill, both of them are

not  significant  for  the  total  amount  of  the  whole  process.

Effectivity of both processes could be measured for a better

election of a cell disruption method. Microwave extraction is

not  only  a  low-energy  process,  but  a  fast  one,  which  is

convenient for a bigger scale production, and the nature of the

process makes the use of a cooler unit not indispensable.

Fig. 4. A comparison between energy consumption from the two studied

methods.
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IV. CONCLUSIONS

This  work  showed  alternative  processes  for

microalgae harvesting, cell disruption and oil extraction can

consume lower amounts of energy. These processes are also

capable  of  being  mounted  in  a  continuous  system.

Flocculation can produce a reusable medium, and the KOH

used for pH change can be neutralized and it is assimilable as

a nutrient for future cultures. Though energy consumption is

highly  reduced,  none  of  these  alternative  methods  is  still

optimized,  and  a  lower  energy  consumption  is  possible.

Though  both  flocculation  and  PEF  electroporation  are

methods  easily  adaptable  to  a  continuous  process,  the

microwave extraction  is still applied in batch conditions, and

a continuous adaptation must be proposed and tested.
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Abstract— Illegal deforestation, changes in land uses and 

climate change have resulted in increased runoff and surface 

erosion from the higher parts of watersheds, impacting directly to 

the lower parts of the basins where human settlements are 

common. Such is the case of Angangueo in the state of Michoacán, 

México, where in 2010 an unusual weather event caused 

substantial damage to infrastructure, and unfortunately human 

deaths. Against disasters, the government has carried out actions 

such as implementing infrastructure to alleviate flooding and 

mudslides. Gabions weirs were used to control erosion and flow 

for being considered environmentally friendly than most of the 

constructed impermeable weirs. This study was carried out to 

evaluate the effectiveness of gabion dams in sediments retention in 

the El Ventilador watershed in East of Michoacán. Eight gabions 

dams and five masonry dams two years old were studied. A 

number of samples from trapped sediments were collected. The 

results indicated that the gabion dams detain less gravel than 

masonry dams, opposite case whit sand, and concerning fine 

sediments there were no significant differences between them. 

Gabion dams located upstream were more effective at trapping 

gravel and fine sediments, opposite case whit sand. In masonry 

dams, the same relationship only among which are close was 

found. Regarding the efficiency of barriers, there were not 

identified relationships since the building volume and contribution 

area is different in each one of them. Hence, if the objective is the 

retention of fine sediments any two types of dams may work, and 

it is recommended to place them upstream for greater 

effectiveness.  

Keywords— Weir; Sediments retention; Gabions. 

I. INTRODUCTION  

Mismanagement of watersheds in Mexico have brought 
disruption, and its consequences have been severe, as in the case 
of the watershed 'EL VENTILADOR' in the town of Angangueo 
in the state of Michoacán, where in 2010 an unusual weather 
event caused substantial damage to infrastructure, and 
unfortunately human deaths. Implementing soil and water 
conservation practices have proven to be a suitable option in 
mitigating these effects. 

Gabions weirs are porous hydraulic structures, which have 
been successfully used in watershed management to control 

erosion and flow. The gabions weirs are structures with minimal 
adverse impact on the water environment and is considered to 
be more environmentally friendly than most of the constructed 
impermeable weirs [3]. These structures are semi-permanent 
rock barriers, which are built in the longitudinal section of the 
channel, reducing retention upstream flow velocity, retain the 
sediments and promotes water infiltration into the soil [2]. They 
are elastic structures, can easily adapt to a site as hydraulic or 
geometric conditions that may be present in a natural channel 
[4]. However, their efficiency and effectiveness on sediments 
retention regarding their location was not determined well, 
because biophysical characteristics of the basin determine their 
behavior. 

Few studies have focused on determining efficiency and 
effectiveness of gabion dams in sediments retention, most have 
focused to investigate the flow over gabions and their influence 
on the energy loss and flow velocity [4], [1]. Therefore, the main 
objective of this work was to determine the efficiency and 
effectiveness of gabion weirs in sediment retention with respect 
to masonry dams and so generate useful and precise information 
to the government and private institutions the benefits of 
implementing such structures, data that can be used in planning 
and decisions in the management and monitoring of watersheds. 

II. MATERIALS AND METHODS 

A. Study Area and Site Selection 

The watershed “El Ventilador” has an area of 362 ha and is 
located northeast of the township Angangueo, in Michoacán 
State, Mexico, between the extreme coordinates: 2,171,553 
North, 2,174,046 South, 366,083 West and 368,636 East. (Fig. 
1). Has a range topography elevations from 2740 to 3400 m., is 
located into the Balsas River Hydrological Region (RH18) and 
particularly in Cutzamala River Basin and sub-basin of the Rio 
Chiquito. The soils are volcanic medium texture, predominantly 
ochric Andosol (To) (290.26 has, 80.2%), followed by Litosol 
(I) (42.8 ha, 11.8%), and humic Andosol (Th) (28.93 ha, 8%). 
As regards to the vegetation of the watershed, most of it is 
oyamel forest, (Abies religiosa) with 47.93% of the total surface, 
followed by oak forest (Quercus sp.) with 11.36%. The area 
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occupied by agriculture is only 17%. The other types of 
vegetation areas occupy less than 8% of the surface thereof.  

Eight gabions dams and five masonry dams were chosen, 
they were built with broken and angular rocks in 2011 as part of 
the cooperation project number SGIH-GDTT-UAQ-
11/03/RF/CC between the Universidad Autónoma de Querétaro 
(UAQ) and Comisión Nacional del Agua (CONAGUA), their 
characteristics is showed in Table 1 and their locations in Fig. 2 

 
Fig. 1. Location of the watershed El Ventilador 

 

Fig. 2. Location of gabions dams in EL VENTILADOR watersh 

B. Sampling 

In order to determine the kinds of sediments retained in each 
dam, soil samples were taken upstream, at sediment deposit site. 
Samples were taken to the laboratory where dried at 105 ° C for 
24 hours and sieved with a set of meshes (3/4, 3/8, 4, 10, 35, 60, 
120). Sediment classification was performed, according to the 
granulometry and the American Geophysical Union [5] 

C. Retention capacity and reteined sediments 

The capacity of sediment retention dam was estimated based 
on their effective height, the length of reservoir, the width and 
slope of the upstream section of the river bed, values that were 
taken in the field (Fig.3). 

 

 

 

 

TABLE I.  GENERAL CHARACTERISTICS OF GABION DAMS EXAMINED 

Dam name Stream 

Length of 

reservoir basin 

(m) 

Effective height 

of the dam 

 (m) 

Original retention 

capacity (m3) 

Building volume 

(m3) 

Coordinates 

X (m) Y (m) 

PG01-02 1 1.6 2.0 4.4 42.0 367337 2172945 

PG01-03 1 2.5 3.0 61.4 62.5 366971 2172641 

PG01-04 1 2.7 3.0 37.5 69.5 366960 2172645 

PG01-05 1 3.0 3.5 99.5 127.0 366898 2172653 

PG1A-01 1A 4.5 2.5 39.4 58.5 367228 2172710 

PG1A-02 1A 3.9 2.5 25.2 48.0 367213 2172720 

PG03-02 3 3.0 2.0 52.5 49.5 366808 2172749 

PG05-02 5 6.5 2.5 21.2 39.5 367765 2172876 

PM01-01 1 17.6 3.0 422.76 69.9 367389 2173075 

PM01-02 1 12.3 2.0 167.53 59.5 367350 2172984 

PM01-03 1 12.6 2.1 151.31 27.8 366924 2172651 

PM01-04 1 7.1 1.7 101.32 35.7 366875 2172653 

PM05-02 5 15.3 2.4 439.17 66.3 367361 2172852 
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Fig. 3. Longitudinal profile of the accumulation of sediments in control 

structures 

where: 

L = Length of reservoir (m)  

He = Effective height of the wall (m) 

 S = Upstream slope (%). 

Profile area was obtained by the following equation: �� = �∗��2  

where:  �� = Profile area (m2) � = Length of the reservoir (m)  ��  = Effective height of the wall (m) 

The average width of the vessel (T) is calculated by at least 
three transverse measurements (Fig. 4) and the following 
equation was used to obtain the volume or sediment retention 
capacity. The effect of the slope forming sediments upstream 
practice increases the retention volume estimated at a 1: 1.5. �� = � ∗ �� ∗ 1.5 

where:  

T = Average width (m) �� = Profile area (m2) 

Vs = Sediment volume (m3) 

 

Fig. 4. Upper view of reservoir 

III. RESULTS AND DISCUSSION 

A. Trapped sediment 

The grain size distribution of the sediments deposited 
behind the dams depends on the type of the sediments 
transported and the performance of the barriers in trapping the 
sediments [3]. In a masonry dam, water cannot pass through 
the dam quickly, so most sediments are trapped. In gabion 
dams, most of the trapped sediments may be higher in size. 
Nevertheless, the results show the opposite, the percent of 
gravel retained in gabion dams was lower than masonry dams.  

For dams, gabions, half of these did not retain more than 
40% of the gravel, and the other half did not hold more than 
45%. In the case of masonry dams, half of them held up to 
60% of the gravel and the other half retained in a range not 
exceeding 70% (Fig. 5). These differences are attributed to the 
gravels are detained in voids of the body of the dam, in spaces 
without letting them through. 

The percentage of sand trapped behind the gabion dams is 
more than that for the masonry dams (Fig. 6), this confirms 
the good performance of gabion dams, regarding retention of 
sand, mainly of the dams located in the mainstream 
downstream (Fig. 8).  

Regarding fine sediments trapped, clay and silt, no 
significant differences were found between gabion and 
masonry dams. In both cases, the percentages were low, even 
if, the masonry dams presented greater variation between them 
(Fig. 7). It is concluded that if the main propose is to retain 
fine sediments can build solid or porous dams. 

Holistically, it recommended to implement gabion dams 
downstream sections where besides saving is possible to retain 
sand and fine sediments and collocate more economical 
structures upstream to trapping gravel. Such structures can be 
porous, nevertheless, should be sought to reduce the pore size. 

 

Fig. 5. Percentage of gravel trapped by studied dams in EL VENTILADOR 

watershed  
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Fig. 6. Percentage of sand trapped by studied dams in EL VENTILADOR 

watershed  

 

Fig. 7. Percentage of fine sediments trapped by studied dams in EL 

VENTILADOR watershed  

 

Fig. 8. Percentage of particles trapped by dams  located in stream 1 

As relates to gabion dams located at tributary streams, they 
present similar behavior to each other, trapped mostly larger 
diameter particles.  

In addition to the particle size distribution trapped by 
structures, the volume retained by them 2 years after 
implementation was also analyzed and compared. The results 
showed in Table 2. Their efficiency was calculated compared 
the building volume whit respect to volume of retained 
sediment.  

It was not possible to find a trend because each has 
different dam catchment areas and conditions of topography, 
however is clear that solid dams retain higher sediments 
volumes compared to porous dams.  

 

Fig. 9. Percentage of particles trapped by masonry dams in stream 1 

 

TABLE II.  EFFICIENCY RESPECT TO BUILDING VOLUME   

Dam 

name 

Volume 

of 

retained 

sediment 

(m3) 

Efficiency 

with 

respect to 

building 

volume 

(%) 

Current 

capacity 

(%) 

PG01-02 2.0 11.2 54.5 

PG01-03 3.0 27.9 95.1 

PG01-04 3.0 17.5 92.0 

PG01-05 3.5 34.4 96.5 

PG1A-01 2.5 89.4 93.7 

PG1A-02 2.5 57.9 90.1 

PG03-02 2.0 22.7 96.2 

PG05-02 2.5 80.2 88.2 

PM01-01 260.0 372.0 39.0 

PM01-02 90.2 151.6 46.0 

PM01-03 106.6 383.5 30.0 

PM01-04 59.3 166.1 41.0 

PM05-02 207.6 313.1 53.0 
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IV. CONCLUSIONS 

The gabion dams represents a viable solution to retain 
sediment particles, product from water erosion and thus avoid 
disasters and accumulated in the lower parts of watersheds and 
its effect may increase if placed downstream sections.  

The solid dams can retain practically all sediments except 
a percentage of fine sediments, however the cost of these is 
very high. 

Gabion dams can be used to measure the effect of land use 
changes and by itself decreasing sediment yield in catchments. 

Data obtained can be used to calibrate hydrological models 
for assessment and planning in the watershed restoration. 

It is necessary to sample soil on the hillside of the 
watershed to verify the origin and the particle size of the 
sediments.  
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Abstract— Consolidation of soils is a geotechnical problem, 

product of stress transfer process. This begins with the applied 

stress by the foundation, and is transmitted to the water phase in 

the soil, causing a reduction in water pore pressure and ends with 

a rearrangement of the solid particles, producing a soil volume 

decrease. Therefore, the consolidation is considered a coupled 

problem. This has led to the simulation of the consolidation 

through developed coupled models. Each model has been 

proposed through different theories, which consistent results 

were obtained. However, some models do not have a 

mathematical foundation that helps the understanding of thereof. 

This paper presents the formulation of a coupled model (flow-

mechanical) of soil consolidation, formulated from transient flow, 

momentum balance, and movement equations. We proceeded 

establishing an inner product between vector functions taking 

into account the virtual work principle, associated to the 

principle variational of the minimum potential energy. The 

algorithm of coupled model delivers results quick and easy, due 

to its flexibility and allows infinite combinations. In addition, 

considers that there may be water flow, as a contribution or 

extraction, resulting in changes in pore water pressure, thus also 

on the horizontal and vertical displacements. Through the results 

obtained, an appropriate behavior of the phenomenon of 

consolidation is observed. Even, show consistent results with 

those reported by other researchers and those obtained in the 

laboratory. 

Keywords—coupled model; consolidation; saturated soil. 

I. INTRODUCTION 

Exist many geotechnical problems related to saturated soils, 
one of the most common is a foundation slab placed on the 
surface of a saturated clay thickness. This produces a volume 
decrease of the stratum, due to the load applied by the slab, 
thus reducing the drainage and the pressure produced by the 
water contained in the pores of soil. This process it is called 
"soil's consolidation". 

Researchers have developed mathematical models under 
different approaches or theories, this in order to simulate the 
phenomenon of consolidation. These models, reported 
consistent results with those obtained in field and laboratory, 

however, all these models have advantages and disadvantages. 
These latter can be improved involving the theories mentioned 
in the previous paragraph. 

This has motivated the formulation and development of a 
flow-mechanical coupled model of soil's consolidation, 
formulated considering the "Momentum Balance Laws", 
equations of "transient flow" (flow) and "Movement" 
(mechanical) in which the Terzaghi's "effective stress" is 
introduced. We proceeded establishing an inner product 
between vector functions taking into account the “Virtual 
Work Principle”, associated to the “Variational Principle of the 
Minimum Potential Energy”. In addition, the Finite Element 
Method (FEM) in combination with Galerkin's method that 
includes a pass of time in which the evolution of displacements 
and pore water pressure are determined as approximate 
solution. 

II. THEORETICAL FOUNDATION 

A. Antecedents 

Due to variations in weather conditions by seasonal 
changes, soils are subjected to cyclic wetting and drying 
processes. If the soil is expansive, this will experiment 
contractions and expansions when decrease or increase its 
water content, respectively [1,2]. 

In addition to natural causes, situations that directly affect 
buildings and dwellings, it is to place a foundation on the soil 
surface and the change in pore pressure during construction. 
By covering the surface of an expansive soil, this undergoes 
volume changes in response to the applied load and is 
produced by variations in negative pore pressure (soil suction) 
[2]. These volume changes arise due to the water content in the 
soil; if the water content is low, it will result in an increase in 
volume with increasing water content, and this phenomenon is 
called "soil swelling." Moreover, when the water content is 
high, the load on the ground causes the water content decreases 
causing it to migrate down and consequently reducing the 
volume of soil, this phenomenon is called "soil consolidation" 
[1]. The variation which occurs in saturated soil consolidation 
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is determined by the rate at which fluid pressure may be 
expelled from the ground. Thus, the deformation process 
(mechanical strength) and the flow of water pressure (hydraulic 
behavior) in soils is "coupled (mechanical-flow)" [3]. 

In the literature there are coupled consolidation models that 
have been developed taking into account various 
considerations in order to provide results or simulations more 
approximate. 

B. Coupled models of soil’s consolidation 

Some of these coupled models simulate the soil 
consolidation in saturated condition [1,3,4,5,6]. Most of the 
above models take into account the assumptions: a) the soil is 
saturated, b) fluid phase is incompressible, c) the solid phase is 
incompressible, but the arrangement is compressible, d) 
Darcy's law governs the behavior of the flow through the soil 
[1,3,4]. Besides the above, Bentler [3] used the theory of small 
deformations. The principle of virtual work was used by 
Manzolillo et al. [4] and the law of conservation of mass was 
considered in the models proposed by Manzolillo et al. [4] and 
Di-Rado et al. [5]. The latter researchers employed the 
saturated effective stress of soils and the application of the 
Galerkin's method of solution of weighted residuals [5]. 
Furthermore, Krishnamoorthy [6] considered the nonlinear 
behavior of the soil and used the hyperbolic relationship of 
Duncan and Chang (1970). 

Previous models have shown consistent and adequate 
results, however, try improve existing solutions has always 
motivated the development of research. Therefore, this paper 
presents the design and development of a coupled model of soil 
consolidation by the basic principles of continuum mechanics 
and saturated soil mechanics, in which much of the theories 
considered by existent coupled models were combined. 

The procedure for determining coupling equations 
consisted of the implementation of the "virtual work principle" 
[7], which states "The work done by the internal forces in a 
system is equal to the work done by the external forces acting 
on the same" [1]. This principle associates "Variational 
Principle of the Minimum Potential Energy" [8]. We proceeded 
in this study in an analogous fashion, establishing an inner 
product through vector functions. 

III. FORMULATION OF COUPLED MODEL 

A. Fonomonological case of Soil’s solids 

During movement or mechanical interactions between the 
body parts and their environment are described by three kinds 
of forces: 1) contact forces between separate parts of a body; 2) 
contact forces exerted on the border of a body by its 
environment; 3) body forces exerted at points within the body 
by the environment [7]. 

Cauchy assumes the existence of a density of surface forces 

 txns ,,  defined by each vector n  and everything  tx,  in the 

path T of movement. Thus, the basic axioms connecting the 
“Motion” and “Force” are the “Momentum Balance Laws”. 

  dVdVbdAns
ttt PPP





  (1) 

where:   tP
dAns  total contact forces, 

tP
dVb  forces at 

points within the body exerted by the environment, 

dV
tP




inertial body forces. 

 Introducing the "Piola-Kirchhoff's Stress Tensor" in (1), 
which gives the force measured per unit area in the 
configuration of "reference". Thus, the field equation (2) was 
obtained. 

oobSDiv 



~

 (2) 

 Whereas 0ob and 0


 , since the flow and 

settlement processes are slow. In addition, to proceed with the 
inner product between the vector functions and expressed in 

index notation 
jijS , . Finally, deriving in j, clearing 

jij, and replacing in (2): 

  0,,
  V

ijji
V jiji dVdV   (3) 

 Applying the "divergence theorem" [7] in the first term of 
(3) and replace the "Terzaghi's effective stress" which involves 
the components of the stress of the solid and liquid phase, (3) 
takes the form: 

 
 dAndVpdV jiji

V
ijwji

V
ijji  ,,

 (4) 

 After engaging the field equations of elastostatics 

ijij D   which is analogous to the "Law of Hook" and 

according to the Cauchy's hypothesis of the stresses existence 

tnSn jij 
~

 . 

 
 dAtdVpdVD ii

V
ijwji

V

u

klijklij  ,
 (5) 

 Applying, the approximation from Galerkin's method for 
the linear triangular finite element, the "Virtual Work 
Theorem" [7]. Replacing the variations for fields   and  . In 

addition, an isotropic unitary tensor 011T
m  that 

link the degrees of freedom of the displacements and pore 
pressure. 

       ... UdVBDB
V

u

T

  

      ...011...   pdVNB
V

p

TT

  

    dAtN i

T

...  

(6) 
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Equation (6) can be stated as: 

        FpKUK
T

v   (7) 

where:  K  soil stiffness matrix,  TvK coupled matrix 

transpose,  U  nodal displacements vector,  p  nodal water 

pore pressure, F  external forces vector. 

B. Fenomonological case of Soil’s flow 

Starting from the “Transient Flow” equation: 

0


vdiv  (8) 

Proceeding analogously to the case of solid and after 
applying the inner product with an arbitrary function, a job is 
generated. Expressing index notation we have. Finally, 

deriving in i, clearing  
iiv

,
 and replacing in (8): 

  0,,  


dVdVvdVv
V

iiii
V

ii   (9) 

 Applying the "divergence theorem" [7] in the first term of 

(9) and replace the "Darcy’s Law"   wjiwiji hkv 
,

 , and 

the piezometric level zph ww    but, regardless of the 

reference level z , takes the form: 

  dAqdVdVp
k

iV
iijw

w

ij

V
i  



 



,,

 (10) 

 Applying, the approximation from Galerkin's method for 
the linear triangular finite element, the "Virtual Work 
Theorem" [7]. Replacing the variations for fields   and  . In 

addition, an isotropic unitary tensor m , we take: 

       ...
1

 pdVBkB p
V

T

w


 

      ...011... 










 dVUBN v
V

TTT

  

   dAqN
i

T ...  

(11) 

 

Equation (11) can be stated as: 

      QpKUK h

w

v 






 


1

 (12) 

where:  vK  coupled matrix,  hK  drained matrix, ,  p  

nodal water pore pressure,  Q  external/internal flow vector, 







 

U  velocity vector of nodal displacements. 

 Finally, (7) and (12) are the equations resulting from the 
coupled model (flow-mechanical) consolidation of soils and 
can be expressed in matrix form: 
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To establish the dynamic process, it means, the process of 
evolution of displacements and pore pressures over time, the 
"mean value theorem" was considered. Thus, the evolution of 
the vectors take the form: 

        aba FFFF    

        aba QQQQ    

      ab ppp   1  

      ab UUU   1  

    tUUU ab 






 

 

(14) 

 

where:  aF ,  aQ ,  ap  and  aU  are the initial vectors, 

 bF ,  bQ ,  bp  and  bU  are the vectors after an 

interval of time,   is the value of Galerkin’s parameter which 

helps the FEM to obtain a numerical solution of evolution over 

time, and t  is the adequate pass of time to avoid numerical 

oscillations, we can obtain it by the relationship: 






1

t  

vC

A

9

2
min   

(15) 

where: A  area of the linear triangular finite element, 
vC  is 

the coefficient of consolidation for the soil. 

 Finally, substituting (14) and (15) in (7) and (12), we obtain 
the equations (16) and (17) governing the dynamic process of 
soil's consolidation coupled model: 

            ...
11  

acbaabb UKKpKKp  

        ......
11  

QKQK bab   

             FKKKFKKK cbacb   1111
...  

(16) 

 

                ...
1 111  

b

T

vab pKKFKFKU


 (17) 
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 Subsequently, in order to evaluate the ability of coupled 
model, a program was developed in APDL language for Ansys 
environment [9]. 

IV. DESCRIPTION OF THE PROCEDURE 

 In the first stage is necessary to indicate the domain 
dimensions of the soil, such as the length (L), layer thickness 
(H), and the height of the linear triangular finite element (hFE). 
It also requires introducing the soil properties, it means, the 
Elastic Modulus (E), Poisson's ratio (ν) and the value of the 
permeability (kx) and (ky). Subsequently, we must establish 
whether there are displacement restrictions on the borders 
(bottom and side). With this, the soil domain including the 
meshing of FE are shown. From the above, the basic matrices 
needed for the mechanical model shown in (6) are obtained. 
Such matrices are: the elastic matrix [D], shape function matrix 
[N] and [N]T, shape function derivatives matrix [B] and [B]T, 
the overall stiffness matrix [K], reduce stiffness matrix [KD], 
without restrictions, and conversely reduce stiffness matrix 
[KD]-1. 

 In addition, specify whether there are permeable boundaries 
in the domain, it means, borders in which the value of pore 
pressure is zero. So, if there are permeable borders, the vector 
of node drained {Kp} is generated. 

 To end the first stage, the basic matrices of the flow model 
shown in (11) are generated, such as: the permeability matrix 
[k], shape function derivatives matrix [B] y [B]T, the overall 
flow matrix [Kh], including the vector {Kp}, and the reduce 
flow matrix [KhD], without vector {Kp}. Furthermore, the total 
coupled matrix [Kv] including restrictions, reduce coupled 
matrix [KhD], excluding restrictions, and reduce coupled matrix 
transpose [KhD]T shown in (6) and (11) are generated. Fig. 1 
shows the flow chart of the first stage process. 

 The second stage involves the action of the forces applied 
on surface {F} in the Mechanical Model. These forces can be 
considered as constant or that evolve over time. Therefore, it 
must specify if there are or not the application of surface 
forces. If any, it is necessary to indicate the analysis time (t) 
and the passage of time (Δt) required to perform the dynamic 
process which will take place in fourth stage. 

 Subsequently, it is necessary to indicate if the application 
of superficial forces are constant or vary with time. If it be the 
case where the forces are constant, only the magnitudes of the 
forces are introduced as negative values (-F), since this 
indicates the direction of forces is applied down. Terminating 
this process, the external forces vector {F} is generated. 

  

  

Fig. 1. Flow chart of first stage process (dimensions, properties and 

restrictions of the domain). 

 Moreover, if the forces vary with time, the sequence in 
which the forces evolve must be specified. Subsequently, the 
values of the forces (-Fi) and time (ti) in which increases or 
decreases each one, should be indicated. Finishing the second 
stage, the external forces vector {F} for each passage of time 
(Δt) and their respective differences {Fa-Fb}={ΔF} are 
generated. Fig. 2 shows the flow chart of second stage process 
(external forces). 
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Fig. 2. Flow chart of second stage process (external forces on surface). 

 The third stage is related to the internal/external flow {Q} 
that can act in the domain. This flow may be considered as 
internal/external due to the water flow which it occurs 
within/outside the domain, this is produced by the application 
of the forces on surface, and this flow is considered as a 
positive. On the other hand, the model is able to take into 
account that there may be internal flow due to the contribution 
of water leaking pipes that are within the domain. Furthermore, 
it is also considered that there may be flow (positive or 
negative) in the upper border. The flow will be positive when 
considering a percentage loss by evapotranspiration. By 
contrast, the negative flow will be produced by precipitation or 
water leaking hosepipe outside the domain. Thus, any 
contribution of water is considered as negative flow. 

 Therefore, in the flow model it is necessary to indicate 
whether there is water flow and what kind is (internal or 
external). If the flow is external, it should be specified the areas 
of the surface where this flow is presented. On the other hand, 
if the flow is internal, a part of flow is automatically 
recognized as positive, because is produced by the surface 
forces application, and also it may consider water flow by 
punctual leaking pipes (maximum 3). 

 Subsequently, if there are flow, it required indicate whether 
the internal/external flow varies over time. Thus, if the flow 
does not evolve over time, only the value of the constant flow 
is introduced, either positive or negative. Completing this 

stage, the flow vector {Q} is constructed. Conversely, if the 
flow evolves over time, the sequence in which the flow evolve 
must be specified. Subsequently, the values of the flow (-qi) 
and time (ti) in which increases or decreases each one, must be 
introduced. Finishing the third stage, the flow vector {Q} for 
each passage of time and their respective differences {Qa-
Qb}={ΔQ} are generated. Fig. 3 shows the flow chart of third 
process (acting internal/external flow). 

 

Fig. 3. Flow chart of third stage process (acting internal/external flow). 

 The fourth stage involves the dynamic process, it means, 
the evolution process of pore water pressures {p} and 
displacements {U}, which are governed by equations (16) and 
(17), respectively. 

 In the initial part of the dynamic process, it requires the 
determination of the constant matrices [K*], [Ka] [Kb] [Kc] and 
the vector {f} that appear in (17). These elements depend on 
the basic matrices of Coupled Model shown (16) and (17), 
where: 

         va KttK  111   

       *1 KtKK hb    

      Tvv KKKK
1

*
  

    vc KtK  1  

                QQFKKFKKf acac    11
 

 

(18) 
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 Thus, the dynamic process starts with the vectors of the 
pore water pressure and displacement equal to zero. This 
means that for an initial time {pa}={0} and {Ua}={0}, with 
these (16) and (17) reduce to: 

     fKp bb

1  (19) 

            b

T

vb pKKFKU
11

1
    (20) 

 Subsequently, using (19) and (20) the first vectors {pb} and 
{Ub} are obtained. Thus, for the first passage of time, it means, 
the first iteration, the above vectors {pb} and {Ub} are become 
{pa} and {Ua}. Then, using (16) and (17) we obtain new 
vectors {pb} and {ub}. The above process is repeated until the 
analysis time (t) is completed or if the i-th vectors of 
displacement and pore pressure are equal, that is, {pb}={pa} 
and {Ub}={Ua}. Once arrived the previous point, the dynamic 
process ends and we get the analysis solution. 

 

Fig. 4. Flowchart of the dynamic process of saturated consolidation coupled 

model of soils. 

 Finally, we can print the results for each passage of time (t). 
These results are graphs that show the distribution of 

displacements in the direction Ux and Uy, including 
restrictions are obtained. Also, the pressure distribution of pore 
water nodal p are determined. In addition, the distribution and 
evolution of superficial soil profile formed with the vertical 
displacements called settlements is displayed. We can also 
obtain a vertical profile of the evolution of pore water pressure. 
All above results show a typical and consistent behavior of the 
saturated consolidation process. Fig. 4 shows the flowchart of 
the dynamic process of saturated consolidation coupled model 
of soils. 

V. NUMERICAL RESULTS 

 To validate the saturated consolidation coupled model, it 
was necessary to make a mechanical test to reproduce the 
phenomenon of saturated consolidation. For such a case, a 
rectangular slab foundation of L = 5.0m, and infinity wide 
(plane strain state) that transfers a uniform force F = 4.0 
Ton/m2 (40 kPa) on a thickness of clay soil of H = 3.0 m was 
analyzed. 

 The displacements Ux and Uy are restricted in both lateral 
boundary and the lower boundary of the soil. Furthermore, the 
clay layer is placed above a layer of sand, which allows flow 
water at the lower boundary of the stratum of clay, indicating 
that the pore pressure is zero at this boundary. Also, the lateral 
borders do not allow water flow. For simplicity, the mesh 
spacing of 0.25 m (height of the linear triangular finite 
element) because it already has the adequate passage of time 
for that FE. Fig. 5  shows the soil stratum in study. 

 

Fig. 5. Soil stratum in study including finite element mesh. 

 During the implementation of the algorithm we proceeded 
to perform various mechanical tests in order to calibrate the 
model. This was done by changing the significant variables, 
such as: a) the saturated coefficient of permeability, b) the 
lateral restrictions, c) the elastic modulus, d) the passage of 
time, and e) the parameter θ. Thus, after calibration it was 
determined that the analysis time was t = 900 days and the 
passage time Δt = 10 days.  

 The soil properties required for mechanical analysis are 
shown in TABLE 1, these values do not necessarily represent an 
actual soil, and however, the values are suitable for a saturated 
clayey soil. 
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TABLE 1. PROPERTIES OF CLAYEY SOIL STRATUM FOR CONSOLIDATION 

ANALYSIS. 

Soil Properties Symbol Magnitude 

Elastic Modulus E 20000 kPa 

Poisson’s ratio ν 0.35 

Coefficient of permeability (x direction) kx 0.000117 m/day 

Coefficient of permeability (y direction) ky 0.000117 m/day 

 

 As a result of the analysis can be seen that various figures 
showing soil behavior are obtained. Fig. 6 shows the 
distribution of pore pressure in a passage of time, 
corresponding to 50 days. As is near of the initial time is 
expected that the value of pore pressure at the surface is very 
close to the value of force applied -40 kPa (-4 Ton/m2, the 
negative sign comes from the direction of force application), 
however, this value is not close because it has passed 50 days. 
On the other hand, the pore pressure in the lower boundary is 
zero, as was seen in the initial condition. In addition, we see 
that the behavior is consistent with the results obtained by other 
authors and laboratory assays. 

 

Fig. 6. Pore water pressure distribution at 50 days. 

 The analysis also shows that the pore water pressure 
dissipates (tending to zero) as time passes and continue the 
forces applied on the surface. This can be seen through Table 
2, this shows the distribution of pore water pressure on 50, 450, 
and 900 days. Fig. 6 shows the distribution of pore pressure at 
50 days, the diagram is the same at 450 and 900 days, but with 
different values of the pore water pressure. 

TABLE 2. PORE WATER PRESSURE DISTRIBUTION. 

Pore water pressure distribution Ton/m2 (x 10 kPa) 

Color Scale 50 days 450 days 900 days 

 -3.229 -0.463x-4 -0.197x-9 

 -2.870 -0.412x-4 -0.175x-9 

 -2.511 -0.360x-4 -0.153x-9 

 -2.153 -0.309x-4 -0.131x-9 

 -1.794 -0.257x-4 -0.109x-9 

 -1.435 -0.206x-4 -0.875x-10 

 -1.076 -0.154x-4 -0.656x-10 

 -0.718 -0.103x-4 -0.437x-10 

 -0.359 -0.515x-5 -0.219x-10 

 

 In order to demonstrate the above, the model provides a 
graph that shows the evolution of pore water pressure through 
vertical profiles, which can be selected at any point along the 

length of the domain under study. Thus, Fig. 7 shows the 
profiles of pore water pressure for each passage of time and 
observes that these tend to decrease down to values close to 
zero, that is, the pore water pressure dissipates over time. This 
pressure starts equal to the applied forces and reach null values. 
This is due to the application of the forces on surface. 

 

Fig. 7. Evolution of the vertical profiles of pore water pressure.  

 Another important aspect that requires observation of the 
phenomenon of consolidation, is the variation of the vertical 
displacements. These diminish by the applied load as time goes 
on. Thus, Fig. 8 shows the vertical displacements in the 
passage of time at 50 days. Through this figure it can be seen 
that displacements are about -0.0168 m in the superficial edge, 
while near the bottom border are near zero. Here, the negative 
sign indicates the direction in which evolve the displacements. 
The behavior of the evolution of vertical displacement is 
consistent with those obtained in the laboratory and the field. 
This is evidenced noting Fig. 8 and Table 3. 

 

Fig. 8. Distribution of the vertical displacements Uy. 

 In addition, the diagrams of distribution and evolution of 
the displacements are equal, only change the values of these as 
time goes on. Therefore, Fig. 8 shows such distribution, and 
Table 3 shows the values of the displacements at 50, 450, and 
900 days. Furthermore, through Table 3, the maximum 
displacement observed on surface, is reached at 450 days. In 
turn, these displacements represent the final values that were 
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caused by the forces transmitted by the slap foundation. To 
verify this assertion, the model also provides a figure that 
shows the evolution of the profile of surface displacements at 
each passage of time. Thus, the profile of the final 
displacements of soil due to the applied load is obtained (see 
Fig. 9). 

TABLE 3. DISTRIBUTION OF VERTICAL DISPLACEMENTS UY. 

Vertical displacements Uy m
 

Color Scale 50 days 450 days 900 days 

 -0.0169 -0.0189 -0.0189 

 -0.0149 -0.0168 -0.0168 

 -0.0131 -0.0147 -0.0147 

 -0.0112 -0.0126 -0.0126 

 -0.0094 -0.0105 -0.0105 

 -0.0075 -0.0084 -0.0084 

 -0.0056 -0.0063 -0.0063 

 -0.0037 -0.0042 -0.0042 

 -0.0018 -0.0021 -0.0021 

 

 

Fig. 9. Superficial profile of soil. 

 Another case of interest is when an isolated foundation on a 
saturated clay soil is placed as shown in Fig. 10. For the next 
exercise the same domain with L=5.0 m was used, but only one 
isolated footing is placed to the center and transfers a 
distributed load of -40 kPa (-4 Ton/m2) over 2.5 m. With this, it 
is observed that the free parts of the upper border allow water 
flow (1.25 m on each side of the foundation) it means that the 
pore pressure is zero. Also, the lower boundary also allows 
water flow. The displacements are restricted in the lateral and 
lower boundaries (see Fig. 10). Table 4 shows the properties of 
the soil, the passage of time and the time required for dynamic 
analysis. 

TABLE 4. DATA REQUIRED FOR THE DYNAMIC ANALYSIS. 

Data for dynamic analysis Symbol Magnitude 

Elastic Modulus E 20000 kPa 

Poisson’s ratio ν 0.35 

Coefficient of permeability (x direction) kx 0.00117 m/day 

Coefficient of permeability (y direction) ky 0.00117 m/day 

Passage of time Δt 30 days 

Time analysis t 900 days 

3.00 m

5.00 m

p = 0

40.0 kPa
p = 0 p = 0

 

Fig. 10. Soil's domain in study with isolated footing applied to the center. 

 After the analysis is complete, we note that pore pressure 
for a time step of 30 days is very close to the value of the 
pressure applied by forces on the surface. Thus, Fig. 11 shows 
the distribution of pore pressure for time steps of 30 days, but 
the diagram of the distribution is the same for 450 and 870 
days, only change the values of pore water pressures as are 
shown in Table 5. Furthermore, Table 5 shows again that pore 
water pressure dissipates, it means, tending to null values. 

 

Fig. 11. Distribution of pore water pressure for isolated footing at 30 days. 

TABLE 5. DISTRIBUTION OF PORE WATER PRESSURE FOR ISOLATED FOOTING.  

Pore water pressure distribution Ton/m2 (x 10 kPa) 

Color Scale 30 days 450 days 870 days 

 -5.238 -0.441 -0.023 

 -4.656 -0.392 -0.021 

 -4.074 -0.343 -0.018 

 -3.492 -0.294 -0.016 

 -2.910 -0.245 -0.013 

 -2.328 -0.196 -0.010 

 -1.746 -0.147 -0.008 

 -1.164 -0.098 -0.005 

 -0.582 -0.049 -0.003 

 

 Another result of analysis obtained by using the coupled 
model, are the vertical profiles of the pore water pressure. Fig. 
12 shows a vertical profile of pore pressure at a distance of 
1.25 m, this is in the domain zone that is uncharged, and allows 
water flow. Thus, it can be seen that the pore pressure is zero at 
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the surface and the lower border, while within the domain 
undergoes variations. 

 

Fig. 12. Evolution of the vertical profiles of pore water pressure at 1.25 m. 

 Moreover, the figure 13 shows the vertical profile of the 
pore water pressure at 2.50 m (center line of the domain). We 
can see that the values, start very close to the value of the 
applied force on surface, and as the depth increases, the value 
decreases. In both figures, the values of pore water pressures 
tend to be zero. 

 

Fig. 13. Evolution of the vertical profiles of pore water pressure at 2.50 m. 

 As for measuring the displacements, the model provides 
diagrams of distribution of horizontal Ux and vertical Uy 
displacement. Thus, Fig. 14 shows the distribution of 
horizontal displacement and Fig. 15 the vertical displacements. 
Additionally, Table 6 and Table 7 show the distribution of 
displacement Ux and Uy for each time step (30, 450, and 870 
days). 

 Through Fig. 14 and Table 6, a characteristic phenomenon 
of symmetrical problems due to loads applied at center is 
observed. So, from the center line to the left, we have offset 
values with a negative sign. This is due to the direction in 
which they occur, given a coordinate system in which the y-
axis corresponds to the center line. Moreover, the values of the 
displacements are positive, from the center line to the right. 

 

Fig. 14. Distribution of the horizontal displacements Ux for isolated footing. 

TABLE 6. DISTRIBUTION OF UX DISPLACEMENTS FOR ISOLATED FOOTING. 

Uy displacements distribution (m) 

Color Scale 30 days 450 days 870 days 

 -1.33x10-3 -1.52x10-3 -1.51x10-3 
 -1.03x10-4 -1.18x10-4 -1.17x10-4 
 -7.34x10-4 -8.35x10-4 -8.26x10-4 
 -4.34x10-4 -4.91x10-4 -4.86x10-4 
 -1.35x10-4 -1.48x10-4 -1.46x10-4 
 1.65x10-4 1.96x10-4 1.95x10-4 
 4.64x10-4 5.40x10-4 5.35x10-4 
 7.64x10-4 8.83x10-4 8.75x10-4 
 1.06x10-4 1.23x10-4 1.22x10-4 

 

 Observing Fig. 15 and Table 7, the evolution of the vertical 
displacement Uy, is appreciated. Furthermore, through this 
figure it can be seen that displacements are about -0.0069 m in 
the superficial edge, while near the bottom border are near 
zero. Here, the negative sign indicates the direction in which 
evolve the displacements. Vertical displacements are produced 
by the load applied on the surface and the center of the length 
of the domain. It is notable that these values also have a 
symmetrical behavior. They are also appropriate and consistent 
with the results reported by other researchers. 

 

Fig. 15. Distribution of the vertical displacements Uy for isolated footing. 

 Fig. 16 shows the surface profile of vertical displacements. 
Again, we can see that these are negative (decrease of volume) 
and the maximum value (-0.0130 m) occurs in the middle of 
the domain, it means, in the part that is subjected to surface 
forces. Furthermore, in areas uncharged positive offsets values 
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are presented. This shows us that these areas suffer an increase 
in volume or bulging. 

TABLE 7. DISTRIBUTION OF UY DISPLACEMENTS FOR ISOLATED FOOTING. 

Uy displacements distribution (m) 

Color Scale 30 days 450 days 870 days 

 -6.90x10-3 -1.30x10-2 -1.30x10-2 
 -5.97x10-3 -1.16x10-2 -1.16x10-2 
 -5.05x10-3 -1.10x10-2 -1.10x10-2 
 -4.13x10-3 -8.68x10-3 -8.68x10-3 
 -3.20x10-3 -7.23x10-3 -7.23x10-3 
 -2.28x10-3 -5.79x10-3 -5.79x10-3 
 -1.35x10-3 -4.34x10-3 -4.34x10-3 
 -4.29x10-4 -2.89x10-3 -2.89x10-3 
 -4.96x10-4 -1.45x10-3 -1.45x10-3 

 

 

Fig. 16. Superficial profile of soil for isolated footing. 

VI. CONCLUSIONS 

The algorithm of coupled model delivers results quickly 
and easily, with just introducing basic soil parameters. This, 
due to the model is flexible because it allows infinite 
combinations, which helps us to reproduce any condition that 
is present in field or laboratory. In addition, another important 
aspect that helps reproduce any problems is that it considers 
that there may be water flow, as a contribution or extraction, 
resulting in changes in pore water pressure, thus also on the 

horizontal and vertical displacements. Through the results 
obtained, an appropriate behavior of the phenomenon of 
consolidation is observed. Even, show consistent results with 
those reported by other researchers and those obtained in the 
laboratory. 
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Abstract—This work presents the comparison of three 

different synthesis methods of bimetallic electrocatalyst based 

on Pd-Ni supported on Vulcan XC-72 carbon and their 

application toward methanol oxidation in alkaline medium. The 

electrocatalytic properties of Pd-Ni based materials were tested 

by cyclic voltamperometry in the presence of 0.1M methanol, 

and compared with the electrochemical response of commercial 

Pd.  

Keywords—Palladium catalyst, Palladium-Nickel catalyst 

Alkaline medium, Methanol Oxidation reaction. 

  

I. INTRODUCTION  

Nowadays the study of new sources of clean energy is critical 
to reducing contaminants produced by daily human activities, 
among which is the use of machinery using combustion for 
power generation, these emit pollutants to the environment, 
fuel cells in this area can generate electricity based on a 
chemical reaction between hydrogen of a fuel and oxygen in 
which energy, water and heat are obtained as reaction product. 
A fundamental part of any fuel cell is the catalyst, which is 
responsible for carrying out the reaction in which electrical 
energy is obtained, which is why is searched the creation of 
efficient catalysts for different fuels and different applications. 

Direct alcohol fuel cells (DAFC) which used methanol, 
ethanol, and butane as fuel have attracted the attention of 
researchers because it possess a number of advantages such as 
a liquid fuel, quick refueling, low cost of methanol and the 
compact cell design making it suitable for various potential 
applications including stationary and portable applications.  
Continue with the importance of these fuel cells, the methanol 
oxidation reaction has taken a serious relevance in these days 
for his application in Direct Methanol Fuel Cells (DMFC) [1-
2], which have shown a high efficiency.  

The methanol releases six protons and electrons per molecule 
during its oxidation, this is a high energy density (6100 W h 
kg-1), one of the reasons than makes the methanol a suitable 
fuel for fuel cells [3]. DMFC works at low and intermediate 

temperatures (up to 150ºC) and are fed with a dilute aqueous 
solution of methanol in water. 

To use some fuel cell as portable application one of the most 
important consideration is the compact design. To have a 
compact size and small weight this cells have to work at low 
temperature, and DMFC are the most viable fuel cell 
technology to work under this conditions [4]. 

  Platinum-based electrocatalysts have been study for many 
years, getting great electrocatalytic activities, but the high cost 
of this materials are the principal problem for their use [5]. 

Additionally, the platinum-based electrocatalysts present 
another problems like the poisoning by intermediary products 
in the reaction, like the CO in an acid medium [6]. In this way 
some investigations have founded that palladium-based 
materials are the most promising in the oxidation of different 
alcohols like the ethanol [7] and the methanol [8] even 
improving the electrocatalytic activity that the platinum 
present. Different groups [9-10] have proved that the 
palladium-based electrocatalysts resist the poisoning effect by 
CO and consequently show high efficiency in DMFC. 

While the palladium present better performance instead the 
platinum, in many occasions the catalytic activity of these 
materials are insufficient for future applications. The 
deactivation of these materials still appears as result of the 
poisoning and production costs are still high. One way to solve 
this problem is by combining the palladium with another 
materials to create a bimetallic catalysts [11] Such as V, Cr, 
Fe and Co [12-13] whit the purpose to develop a cheap catalyst 
which could improve the catalytic activity synergizing the 
properties between the catalyst and the different material [14].  

Nickel is another possible candidate for this position to 
increase the catalytic activity, showing in many studies better 
activity by alloying with palladium than the palladium alone 
[15-16], because this alloy not only offering more active sites 
also changes the electronic structure of the palladium, which 
facilitate the removal of poisoning intermediates on Pd [17]. 
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 Ni and Pd belong to the same group in the periodic table, the 
interactions (mixing) between Ni 3d84s2 electrons and Pd 
4d105s0 electrons are very likely involved in intermetallic Ni-
Pd bonding. Such effect on the catalysis by nanometer-sized 
Ni-Pd clusters is certainly interesting. 

A good synthesis method to prepare mono dispersed metal 
particles is the polyol process, this method used a dyol or 
polyalcohol, in this case etilengycol for the reduction of the 
metallic salts, and it serves as reducing agent and solvent at 
the same time [18].  

This method is very used because help with the shape and the 
size of the nanoparticle. Is very common that this method use 
polyvinylpyrrolidone (PVP) to stabilize the nanoparticles, 
preventing the oxidation and the agglomeration.  

In this work preliminary results about the synthesis and 
electrochemical characterization of Pd-Ni/C bimetallic 
nanocatalysts are presented. The polyol method, already 
reported by Maya-Cornejo and coworkers [19], was modified 
in the addition of ascorbic acid for one synthesis and the 
addition of PVP in other synthesis order to improve and to 
optimize the method. The prepared materials based on Pd-Ni 
were tested toward methanol oxidation by cyclic voltammetry 
in acid media and compared to commercial Pd/C material.  

 

II. EXPERIMENTAL  

A. Preparation of the catalyst 

 For the synthesis of the bimetallic electrocatalysts all used 
reagents were analytical grade and used without further 
purification. Potassium tetrachloropalladate (K2PdCl4) 
(99.9%, Aldrich) and nickel sulfate (NiSO4) (99.9%, Aldrich) 
were used as precursor salts. 

For the first synthesis (PdNi/C-1), in 10 ml of ethylene glycol 
as reducing agent was added 100 mgr. of PVP and bring it to 
80°C. pH was adjusted to 1 with 300 µl of 0.5M sulfuric acid 
. After that, 60 mgr. of NiSO4 was added. As surfactant agent 
683 mgr. of acid ascorbic and 250 mgr. of sodium bromide 
(NaBr) were added and put in constant agitation for two hours. 
After that 28 mgr. of K2PdCl4 was added and finally 57 mgr.  
of Vulcan XC-72 carbon as support were incorporated to the 
mixture and stirring for 30 minutes. 

For the second synthesis (PdNi/C-2) we follow the same steps 
with the exception of the ascorbic acid, instead to add directly, 
the ascorbic acid was diluted in 3 ml of water separately, to 
see after if this step change the size and the morphology of the 
nanoparticles. 

And finally in the third synthesis (PdNi/C-3), 10 ml of 
ethylene glycol was placed in a flask, then separately the PVP 
mixed with the ascorbic acid were added to the ethylene 
glycol.  After that the sodium bromide was added, and the pH 
value is adjusted to 1. NiSO4 was incorporated to the solution 
and remained under constant agitation.  Finally K2PdCl4 and 
the Vulcan carbon are added. The three different synthesis 
were at the same concentrations only we change the order of 
some steps. For comparison purposes, commercial Pd  

 

supported on Carbon as tested. In the figure 1 we can see the 
different synthesis method with his different modification 

B. Electrochemical characterization  

For the electrochemical characterization a potentiostat with an 
array of 3 electrodes-glass cell was used. A glassy carbon with 
a diameter of 5 mm and an Hg/HgO, NaOH (1M) were 
employed as working and reference electrodes respectively. 
The catalytic ink was prepared with 1 mg of catalyst, 75 µl of 
isopropyl alcohol and 7 µl of Nafion and mixed in an 
ultrasonic bath. The voltamperometry tests were performed in 
0.3 M KOH solution, subjected to a several cycles in a rate to 
-1.0 to 1.1 V with a scanning rate of 50 mV/s. then the 
oxidations were performed in a 0.3 M KOH solution an in the 
presence of 0.1 M methanol with a scanning rate of 20 mV/s. 
The current density was normalized with the working 
electrode geometric area. 

III. RESULTS AND DISCUSSION 

Fig. 2. Voltamperometric profiles of the PdNi electrocatalysts in 0.3M 

KOH solution at a scan rate of 50 mV s-1. 

 

 

 

Fig. 1. This scheme shows the different synthesis method of nanocatalyst. 
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Figure 2 compares the voltamperometric profiles of the PdNi-
based materials prepared by three different methods. Pd 
commercial material is also included. As can be seen, the 
absorption/ desorption of hydrogen appearing between -1.0 to 
-0.5 V. This Figures shows from 0.1 to 0.25 V the cathodic 
peaks associated to the typical reduction process of Pd oxides 
formed during the forward-going potential scan. 

 

 

 

 

 

Synthesis E (V vs NHE) J (mA cm-2) 

PdNi/C-1 0.055 1.008 

PdNi/C-2 0.079 3.125 

PdNi/C-3 0.087 6.571 

Pd/C 
commercial 

0.175 14.648 

Table 1. Comparison of oxidation potential and current density values 

of methanol oxidation on PdNi-based material synthesized by different 

methods.  

Fig. 3 Electrocatalytic response of a) Pd/C, b) Pd-Ni/C-1, c) Pd-Ni/C-2, d) Pd-Ni/C-3 for the oxidation of 0.1M methanol at 20 mV s-1 scan 

rate 

b) 

c) d) 
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This peak confirmed the presence of palladium. Nickel also 
can be confirmed with the oxidation peak of Ni(OH)2 to 
NiOOH in the anodic sweep in the interval of 0.75 to 1.5 V, 
and the reduction of NiOOH to Ni(OH)2 in the range of 0.5 to 
0.75 V, but this peak only appear in the material prepared by 
the PdNi/C-1 synthetic route. This doesn’t mean that in the 
PdNi/-2 and PdNi/C-2 samples we don’t have nickel in the 
bimetallic nanoparticles, these maybe occurs because we have 
a high probability to have core-shell structures with nickel in 
the core covered with palladium.  

Figure 3. Presents the cyclic voltammograms of PdNi/C 

synthesized by different methods in the presence of 0.1 M 

methanol in 0.3 M KOH.  The values which they are marked 

with a dotted line correspond to the values of potentials and 

current densities for the maximum peak of oxidation, this 

values are in table 1.  

 

Is clearly to see that the Pd/C present a better kinetic 

advantage  current density than the other materials,  but in 

this case the tree synthesized materials present a  lowest  

positive potential, that’s means that this materials require  

lowest energy to start the oxidation of the methanol. 

Independently of Pd/C, the PdNi/C-3 present the best values 

for the current density being two time higher than the PdNi/C-

2 and six times higher than PdNi-/C-1. We can see that the 

addition of nickel modifies the properties of the catalysts, this 

may be due to a modification in the structure of the catalysts. 

 

IV. CONCLUSION 

Three different PdNi/C nanocatalyst were synthesized by a 

modified polyol method and used as electrocatalyst for 

methanol oxidation. With cyclic voltammetry we obtain the 

profiles of the nanocatalyst and the electrocatalytic activity 

oxidizing methanol. The three PdNi/C nanocatalyst shows 

that need lowest values of energy to oxidize methanol than 

the Pd/C catalyst, this is attributed to the addition of the nickel 

that change the electronic structure of palladium.  

It can also see than the synthesis method offer a good 

alternative to prepare bimetallic catalyst systems which is 

applicable over a wide range of metals.  
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Abstract— The present work aims to carry out a discussion of 

articles and methodologies employed by researchers in which 

intervenes the conductor and his perception towards road signs, 

this is a broad subject which traffic engineers have given the 

importance that it deserves because the human factor is the most 

important, since without it, it is not possible that there are roads 

users. As a conclusion we can say that by employing the 

methodology of eye movement recording system, help us to 

determine the principal objects where eye fixations are focused and 

so it is easier to know which signs are or not perceived by drivers 

and their reasons.  

Keywords—oculars  movements, drivers, traffic signs. 

I. INTRODUCTION 

 
Currently performed works that deal with the driver and 

visual attention to different devices of control of traffic that are 
located in the road infrastructure, the present research focuses 
on traffic signs which have to provide the user of the land 
routes, notably to the automobile driver, information about via 
which pass and thus help to adjust your behavior as needed [1]. 

Information provided by traffic signals to the driver is 
perceived visually, that is why traffic engineers believe 
necessary to study the driver from the point of view of the 
psychology of traffic (behavior), Therefore the human factor is 
of great importance for this research [2]. A research on the 
cognitive characteristics of traffic signs, noticed that they give 
information to the user of the road infrastructure and its main 
objective is to warn, regulate and guide them with the help of 

symbols, words, or both [3]. 

Another aspect important in this type of research is the 
location of signs on the road infrastructure, since this will 
depend on that they are perceived in a better way to perform 
the necessary maneuvers and reach the destination safely, when 
driving on an urban or rural roads we can find a wealth of 
information which we have to process in an efficient manner, 
but usually much stays on the road and in some cases do not 
have a proper locateon and that's not possible attend [4]. [5] 
others have observed that when the driver is experienced traffic 
accidents may be caused by a bad placement of signage rather 

than by bad driving. So the experience of the driver is essential 
in this type of study. 

It is important to evaluate the signals of traffic and its 
impact on the driver, since one of the major problems that exist 
when going through an urban or rural, and are a cause of road 
accidents is the lack of attention to them. In [6] they noted that 
to identify road signs in an efficient way in space and time 
suitable helps the driver to reach your destination and thus 
ensure the stability of its passengers. 

 

II. LITERATURE REVIEW 

 
This paragraph describes the evolution of the 

methodologies employed in reported investigations, which 
involves devices of control of traffic and the perception that 
drivers have on the visual aspect to these objects, the studies 
involved where the eye fixations while driving started in the 
Decade of the 60's, [7] they are the principal investigators who 
conducted this type of study. 

It can make the study of areas where the driver located his 
gaze to travel along a road or fixed his eyes on some object of 
interest (signs of traffic, mirrors, etc.), It helps to know the 
attention that motorists have to such thanks to eye movement 
control device [8]. Sometimes through a roads we can find 
signals that are not perceived easily and therefore not can be 
addressed since they need more bindings to be understood, so 
they need more time to react are cause for an improper 
manoeuvre and attentive with the safety of the driver and its 
surroundings. 

TABLE I shows a list of studies in real environment carried 
out in chronological order, where involved automobile drivers, 
fixings and looks to certain objects. The characteristics 
presented contains information about the objectives of the 
same materials and main conclusions this in order to help 
future researchers and serve as a tool to update according to 
studies that currently exist: 
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TABLE I. Description schematic chronologically from studies in real environment objectives, materials used, and main 
conclusions. 

 

Títle 

 

Authors(year) 

 

Objective 

 

Materials used 

 

Main Conclusions 

 

Strategies of visual 
search by novice and 
experienced drivers. 

 

[9]. 

 

Meet the visual 
exploration with the 
experience of drivers. 

 

Registration system of 
eye movement using a 
TV. 

 

Inexperienced drivers, 
setting his eyes in 
mediated minor areas 
that earned 
confidence while 
driving. 

 

Eye movements while 
driving cars around 
curves. 

 

[10]. 

 

Determine if the pattern 
of eye movement on 
curves is influenced by 
the experience of the 
driver. 

 

Eye movement 
registration system NAC 
eye-mark-recorder, III 

 

Of eye fixations were 
distributed on both 
sides of the curve, as 
well as in other areas 
of the roads. 

 

Differences in eye 
movements and mental 
workload between 
experienced and 
inexperienced motor-
vehicle drivers. 

 

[11]. 

 

Consider whether the 
duration of fixations eye 
while driving are related 
to the experience of the 
driver. 

 

Eye movement 
registration system NAC 
eye-mark-recorder, V. 

 

The duration of 
fixation may be 
indicative of the State 
of mind of the driver 

 

Aspects of driving 
behaviour in learner 
and inexperienced 
drivers. 

 

 

[12]. 

 

See how developed the 
visual search in relation 
to the experiendia the 
ride. 

 

Video camera (not 
record brand and 
model). 

 

The driver tends to be 
from 2 to 3 bindings 
per second. 

 

Maintaining lane 
position whit peripheral 
vision during in- 
vehicle tasks 

 

[13]. 

 

To determine how it 
affects eye fixations 
within an atentacional 
task and its relationship 
to the experience of the 
driver. 

 

Two camcorders 
Panasonic WV-CD2 

 

Inexperienced drivers 
need foveal vision at 
the start of the 
journey and forms 
move improve your 
peripheral vision. 

 

Effects of experience 
and proccesing 
demands on visual 
information acquisition 
in drivers. 

 

[14]. 

 

Study of visual 
exploration strategies for 
different traffic 
situations. 

 

Eye movement 
registration system NAC 
eye-mark VII. 

 

It is suggested an 
experiment where you 
select Visual 
strategies according to 
the complexity of the 
road. 
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Driving experience and 
time-sharing during in-
car tasks in roads of 
different width 

 

[15]. 

 

Whether experienced 
drivers have low 
variability in weather 
observing a task 
unrelated to driving, 
compared to the 
inexperienced. 

 

Video camera (not 
record brand and 
model). 

 

The time provided by 
inexperienced drivers 
to traffic conditions is 
greater with respect to 
the experienced. 

 

Atencion a señales de 
velocidad y de 
orientacion mediante 
movimientos oculares  

 

[2]. 

 

The description of the 
patterns of visual 
inspection of different 
signs of circulation. The 
description of the 
patterns of visual 
inspection of different 
signs of circulation. 

 

Eye movement 
registration system 

 

Orientation signs are 
looks more frequently 
than the speed. 

 

III. USED METHODOLOGIES  

 
In investigations of real environment (field studies) that 

same complexity of road infrastructure is which makes it 
difficult to control the high number of factors that can affect 
dice results and, consequently, to interpret these unequivocally. 

 
To determine visual attention which the driver has to traffic 

signals it has worked with some methodologies which then 
develop both have been used by researchers to help there is a 
better traffic psychology. 

 
There are three methodologies to determine the driver 

attention to traffic signals in field studies, listed below: 

 

 Detention of vehicle and test of memory through a 
survey. 

 Take measurements of the behavior of the driver. 

 

 It is the recognition of eye movement during 

driving. 

 

 
Vehicle detention questionnaires 

 
This is one of the methodologies used to detect attention 

that automobile drivers have different traffic signs in which 
stops the driver of the vehicle and is a test, in order to know the 
ability to uptake of the motorist. Enquiries carried out in the 
test are structured in the following way according to [16] [17]: 

 
What was the latest sign of traffic that has passed? 

 

Remember if the latest sign of traffic that has passed was a 
general warning? (only if you did not answer the first 
question). 

Are you professional driver? (i.e., truck driver). 

With frequency driving along this road? 

Year in which obtained his driver's license? 

Average of miles driving per year? 

Has he been interviewed before this research? 

 
Driver behavior 

 
Measures which are taken into account in this methodology 

are maximum speed limits and what is the behavior of drivers 
have faced such signs. Researchers should take some 
recommendations which are shown in [18]: 

 

 Roads with speed of 80 km/hr or above it. 

 The study must be in traffic, with free flow rate 
conditions. 

 It uses a radar gun and a car that does not call the 
attention of drivers and put them on warned. 

 
Recognition of eye movements 

 
One of the ways in which recognition of movements can be 

eye is through the recording of the movement of the eye, which 
offers information about possible and visual search patterns to 
use instruments of automated registration [7], the figure 1 and 
2, are devices used currently and in the past respectively: 
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Figure 1. Current eye movement recording systems.[7] 

 

 
Figure 2. Ancient eye movement recording systems.[7] 

 

Eye movement analysis has been used in a manner more 
common in recent years as a system that benefits research 
having to do with the visual aspect, the main reasons why it 
helps the technique of recording of eye movements to visual 
information are those parts of the environment of the roads that 
can be observed in detail, so the peripheral vision is of great 
importance [10]. 

For the study of visual search required sophisticated 
systems and powerful tools which are able to achieve a good 
data-processing, since the eye tends to move quickly and very 
subtle [7]. 

Coinciding with [7] these systems have the disadvantage of 
providing information on eye fixation, but not on the further 
processing of the information. On the other hand, the role 
played by the peripheral vision on the recording is not clear. 
Another drawback is that only a small number of participants 
can be recorded. 

IV. DRIVER 

 
Factors involved in traffic or circulation, are the person, the 

vehicle and route. In Spain, [19] is considered the person as a 
protagonist of the movement, and their behavior depends 
definitely on its safety and can serve as driver, pedestrian, or 
guardian of the vehicle, so we us is of interest driver object of 
study. 

The driver is the most important element in road 

circulation. In this sense, [20] refers to the movement of 

vehicles depend only of them, and the quality of the circulation 

is the result of its ability to adapt the movement of your vehicle 

to road and traffic characteristics. 

 

The [19] refers to the usual driver as the person who has the 

permission or driving license required, which will be registered 

in the register of drivers and offenders, has been designated by 

the owner of the vehicle, prior knowledge, by being one which 

as usual leads such a vehicle. 

 

V. EXPERIENCE DRIVER 

 

The experience of the driver is definitive when it comes to 

perceive signs that are located on the road infrastructure, 

interest is understanding and reaction to the road signs by 

drivers to understand the Act of the latter and thus possibly 

reduce the accident rate which can lead to unfortunate 

consequences. Relating thereto [2] infer that its main function 

is the transmit the driver situation pathway on which transit 

and on this basis, can make a better decision that does not 

affect their well-being, therefore is of utmost importance to 

assess their efficacy and effectiveness. In addition, 

identification of the signs and their proper interpretation help in 

the enforcement of traffic regulations, and in the same sense of 

security, so in [6], it is concluded that the correct identification 

of signals in place and the right time is important to ensure 

reaching your destination safely. 

 

Drivers with a more specific experience they gain a greater 

visual attention to objects that are in your environment with 

respect to the inexperienced, because that new drivers last 

longer, looking at objects and become familiar with them, this 

is to be able to acquire experience on the driving and their 

environment [15], in the [2] this research was performed in 

Madrid was determined that drivers tend to pay more attention 

to guidance signals in comparison with the maximum speed. 

Another investigation [5] came to the conclusion that traffic 

signs are seen most frequently on the right track, since the left 

side is taken as not suitable to place traffic signs, since the 

experience of the driver it tends to look on the opposite side. 

To realize this behavior, Figure 3 shows the proof of this:  

 
Figure 3. Illustration of the lack of attention to the signs on 

the left side. 
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VI. VERTICAL SIGNALS AND ITS INFLUENCIA WITH 

THE DRIVER 

 

Currently performed studies that directly relate the traffic 

signs and driver perception towards them, through systems that 

determine the movement of the eye. [21] mentioned that 

drivers always capture traffic information for your eyes when 

they are driving on the road and this has an impact on road 

safety. [22] reported that in metropolitan areas is where you 

can more easily find examples of sites from the road where 

within a few minutes of driving time there are dozens of traffic 

signals, in addition to other sources of information and 

distractions. 

 

In some cases the lack of visibility of road signs is by 

different factors that affect the driver in an important way to 

perform their function in an efficient manner. In this sense [23] 

discussed the visual impairment is caused by the presence of 

other vehicles, whether they are ahead, adjacent and even those 

traveling in the opposite direction which block the line of sight 

between the driver of the vehicle and any sign placed on the 

road. 

 

It is important to assess the impact of signs at the 

conductor, since one of the major problems that exist when 

going through an urban or rural, and are a cause of road 

accidents is the lack of attention to them. The above stands in 

[6], exposing that to identify traffic signs in an efficient way in 

space and time suitable helps the driver to reach your 

destination and thus ensure the stability of its passengers. 

VII. CONCLUSIONS 

 

It is important to know the work carried out in this line of 

research, sometimes when driving by a road we can find 

signals that are not perceived easily and therefore not can be 

addressed since they need more bindings to be understood, so 

they need more time to react are cause for an improper 

manoeuvre and attentive with the safety of the driver and its 

surroundings. 

 

Eye movement recording system can help us to know the 

points in which the eye fixations tend to observe traffic signs 

and whether they are or not perceived by drivers and their 

reasons. These systems have been updated thanks to the 

technology that exists today.. 

 

The lines of future research are proposed from the exposed 

methods are: i) the analysis of the visual impact of drivers on 

the restrictive, preventive and informative signs, and ii) as well 

as other control devices. 
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Abstract— The performance evaluation of control algorithms 

demands a short implementation time. In particular, those 

related with motion control, require of a well-structured 

platform to measure the performance of the controlled system. 

The novelty of this research work lies on the implementation of a 

mixed hardware/software platform based on the all 

programmable system on a chip (SoC) technology, for the rapid 

implementation of several control algorithms for motion control 

applications. Experimental tests have been carried out in order to 

probe the functionality of the proposed architecture; which 

demonstrate that the combination of an ARM processor system 

and the reconfigurable logic provide flexibility and high-speed 

capabilities for motion control. 

Keywords—motion-control;VHDL; FPGA; Zynq-7000 

I. INTRODUCTION 

The use of reconfigurable logic is not novel in the state of 
the art of motion control. One of the first works in this filed 
describes the implementation on an FPGA (field 
programmable gate array) of a quadrature counter for position 
control of a servo motor [1]. Another research work deals with 
the implementation of space vector PWM (pulse width 
modulation) control for an inverter [2]; the authors also 
describes a digital mixed architecture composed by a DSP 
(digital signal controller) and an FPGA. 

From nineteenth decade, different approaches in the digital 
motion control have been surged. Those one which are focused 
into achieve lower logic consumption with a higher bandwidth 
[3–6]. And the other hand, those which combine several 
technologies in order to control plants whose dynamics is no 
linear or to implement complex control strategies [7–9]. 

A few years ago, Xilinx which is one of the most popular 
silicon devices manufacturer, has released a new family [10] of 
FPGAs which includes a dual core ARM Cortex-A9 processor 
system into the same chip. 

The idea of a motion controller platform based on the ARM 
processor and an FPGA is not new. For instance, in [11] it is 
described the implementation of a motion control system using 
both technologies. However, processor and logic array are 
independent devices. 

In [12], authors present the design and implementation of 
an underwater robot. The electronic design is based on the all 
programmable SoC technology. Given that control strategies 
and the algorithms are implemented by software, authors 
conclude that this platform reduces considerably the 
development time. And at the same time that improves 
flexibility and it provides high degree of modularity. 

Another case of study is presented in [13]. In this research 
work, the implementation of a motor controller on an all 
programmable SoC device is described. The authors remarks 
that this new technology permits to implement high complexity 
algorithm by software while high speed signal processing is 
implemented on the reconfigurable logic at the same silicon 
device. Above it is traduced in a lower cost, since such devices 
replaces a host PC, DSP and standalone FPGA. 

This paper describes the architecture design of a platform 
for rapid implementation of control algorithms for motion 
control applications and its implementation on an all 
programmable SoC Zynq-7000 device. The advantage of this 
platform despite its flexibility is the cost saving and availability 
of its components. The crossover frequency method is 
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implemented by software in order to tuning a PD (proportional-
derivative) controller and a step-response test validates the 
functionality of this new architecture. 

II. METHODOLOGY 

The proposed architecture is thought to control a DC motor  

with an incremental encoder as feedback device. It includes 
the embedded system (Digilent Zybo) and an amplifier in 
current mode (Texas IC LMD18245) as is illustrated in figure 
1. 

 

Figure 1. Platform architecture. 

  
As have been mentioned before, the embedded system is 

composed by two processing units: programmable software 
and reconfigurable hardware. 

 
Figure 2. Embedded architecture. 

  

Programmable software is used to implement the 

identification and control algorithms while the reconfigurable 

logic is used to describe the peripherals with the incremental 

encoder and amplifier. Above is illustrated in figure 2. 

A. Programmable logic 

In order to obtain a feedback signal from the 

incremental encoder, it is necessary to describe a 

quadrature interface in the programmable logic device. 

 
Figure 3. Encoder quadrature interface blocks diagram. 

 

The EncoderQuadratureInterface instantiates a 

GenericCounter and a QuadratureDecoder modules as is 

shown in figure 3. The output of this module has 32 bits of 

width. 

On the other hand, the output of the processing 

system, i.e., the control signal has 8 bits of with and it 

corresponds to the magnitude and direction of the desired 

current of the servo motor. The amplifier driver decodes 

the 2’s complement value and separates the magnitude and 

direction. The magnitude bus has four bits of width while 

the direction has a single bit. 

The interface bridge between the processing system 

and the programmable logic is the Xillibus IP core. This 

core has two manners to interchange signals: FIFO and 

RAM based interfaces. 

B. Programmable software 

The processing system part runs the Ubuntu 

operating system. The Xillibus bundle package also 

includes the drivers for input/output operations. Two 

algorithms are implemented for this research work: 

crossover frequency tuning method and a PD controller 

which has the form:  ሺ ሻ    [ ሺ ሻ      ሺ ሻ  ]  ( 1 ) 

The crossover frequency tuning method lies on the 

frequency response control theory. It establishes that a 

causal system exited with a sinusoidal input always 

responds with another sinusoidal wave of the same 

frequency, but with different amplitude and phase. 

By measuring these values, amplitude and phase, it is 

possible to determine the gain and phase of the plant for a 

given frequency.  

The design requirements include the crossover 

frequency    and margin phase    of the system. 

Frequencies for most of the servo mechanisms are in the 

range of 50 and 600 [rad/s], while the margin phase is 

between 30 and 60 degrees, in order to obtain a well 

damped response [14]. 

The identification process consists of feed forward 

the plant H(s) with a sinusoidal wave with the form:  ሺ ሻ      ሺ    ሻ  ( 2 ) 

for           ; where   is the sampling time. 

Thus, the system is expected to respond with a signal 

wave of the form: 
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 ሺ ሻ      ሺ       ሻ           ( 3 ) 

From (2) and (3) it is possible to determine the gain 

and phase of the system as follows:       ( 4 ) 

and the phase   is estimated from the differential 

time    between common points of the sinusoidal waves.               ( 5 ) 

Procedure design starts with the computation of the 

plant gain at the desired crossover frequency. In this case, 

the plant H(s) is composed by the servo motor and the 

amplifier, i.e.:   ‖ ሺ   ሻ‖  ‖         ሺ   ሻሺ  ሻ     ‖ 
( 6 ) 

Where   is the gain of the amplifier;   ,   , and   are the torque constant, inertia and viscous friction 

constant of the servo motor. 

Analogously, it is required also to compute the phase 

at the same frequency as follows:         ሺ   ሻ        (           )       ( 7 ) 

Given that the controller is implemented in a discrete 

form, it is necessary to include the phase delay    

introduced by the sampling process. This phase delay can 

be computed as:               ( 8 ) 

Once the gain and phase are obtained, it is possible to 

compute the phase lead    that the controller must 

introduce to the system in order to satisfy the design 

condition as follows:               ( 9 ) 

Thus, the derivative time constant of the controller is 

written as:            ( 10 ) 

 

With the above result, the gain of the controller may be 

calculated as follows:    √  ሺ    ሻ  
 ( 11 ) 

Finally, the constant   is obtained as: 

        
( 12 ) 

The second algorithm is thought to evaluate the 
performance of the tuning process. It implements in a discrete 
form the PD controller, i.e.: 

 ሺ ሻ    { ሺ ሻ       ሺ ሻ   ሺ   ሻ }           

( 13 ) 

The entire tuning and evaluation process can be 
summarized in the following steps: 

1. Feed the system with a sinusoidal waveform and 

sampling the response. 

2. Compute gain and phase from the obtained 

response. 

3. Tuning the controller. 

4. Evaluate the performance. 

III. EXPERIMENTAL SETUP 

 

 

Figure 4. Experimental setup. 

As it is mentioned in above paragraphs, the system is 

composed by an embedded system for programmable software 

and reconfigurable logic, the amplifier is the LMD18245 by 

Texas Instruments and the Pololu servo motor 25Dx56L 

which has an incremental encoder of 480 pulses per 

revolution. Above is shown in figure 4. 

IV. RESULTS                  

50 4.160 -172.066 38.499 0.188 0.016 

60 3.008 -176.953 43.672 0.240 0.016 

70 2.222 -180.299 47.305 0.305 0.015 

80 1.626 -186.463 53.755 0.364 0.017 

90 1.346 -188.217 55.795 0.418 0.016 

100 1.072 -190.329 58.194 0.492 0.016 

110 0.906 -192.678 60.829 0.538 0.016 

120 0.793 -194.142 62.580 0.581 0.016 

130 0.693 -196.930 65.654 0.595 0.017 

Identify applicable sponsor/s here. If no sponsors, delete this text box 

(sponsors). 
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140 0.557 -197.983 66.994 0.702 0.017 

150 0.518 -200.779 70.076 0.658 0.018 

160 0.437 -202.400 71.984 0.708 0.019 

170 0.405 -204.726 74.596 0.656 0.021 

180 0.388 -204.274 74.431 0.692 0.020 

190 0.331 -208.834 79.277 0.562 0.028 

200 0.295 -209.539 80.268 0.574 0.029 

210 0.293 -211.656 82.672 0.435 0.037 

220 0.261 -212.666 83.968 0.403 0.043 

Table 1. Identification and tuning results. 

 
Primary results are related with the identification process. 

Table 1 enlists the results of the identification and tuning 
processes. The servo motor has been tuned at frequencies in the 
range of 50 and 220 rad/s. For all tuning test, the margin phase   is set to 45°. The frequencies greater than 220 rad/s cannot 
be tuned properly since the phase compensation requires more 
than 90°. 

 

Figure 5. Input and output waveforms obtained in the 

identification procedure at        rad/s and      °. 

 

Figure 5 illustrates the waveforms generated and obtained in 

the identification process. The blue one corresponds to plant 

input while the green one to the motor output. 

 
Figure 6. Step response of the controller tuned at        

rad/s and      °. 

 
 The next step in the experimentation corresponds to the 
evaluation of the performance controller. This test consists of a 
series of step changes in the set-point. The control period          and the maximum step change of 500 encoder 
counts as it is illustrated in figure 6. 

 

Figure 7. Controller output of the step test. 

 
Figure 7 illustrates the output of the controller. From this figure 
it is possible to observe that the output has been saturated since 
the amplifier can drive up to 3A of maximum current. It is 
important to note that the controller output is very noisy; 
however, this can be considered quite normal since the 
derivative part of the controller has been computed just as a 
simple differentiation between two samples of the error. 

 

V. CONCLUSIONS 

It has been demonstrated in an experimental manner that the 
combination of an dual core of ARM-Cortex9 processor is fast 
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enough to achieve a sampling period of 1 kHz for identification 
and position control of a servo motor. 

The flexibility of the system permits the implementation of 
several control strategies and also reduces the development 
time considerably. Above since the complexity of the control 
algorithm is implemented by software while the critical timing 
tasks are implemented by hardware. 

It is also remarkable that the cost of this platform is quite lower 
than other alternatives based on the combination of DSP and 
FPGA. Authors conclude that the trend of the digital control is 
oriented to the usage of this new technology. 
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Abstract— This paper presents a review of the methods and 

algorithms used to generate a matrix composite reinforced 

concrete and fibers, which can be made of steel, polymers or 

natural fibers. Proper mixing or distribution of fibers 

substantially affects the mechanical behavior of the composite. At 

present such compounds based fibers are used in floor slabs, 

walls, and to a lesser extent in floor systems. The outline of a 

proposed numerical-computational process that allows spatial 

generation of fibers based on APDL programming codes running 

on the Ansys program and is based on the spatial distribution of 

volumetric finite elements generated by Ansys is also shown in 

pre-processing phase. This procedure will be useful to propose a 

comprehensive solution to the stress-strain behavior of the 

composite. 

 

Keywords—composite materials, random fiber distribution, 

computer modeling, mechanical behavior. 

I. INTRODUCTION. 

The reinforced concrete structures are very effective for 
building because of its versatility and almost no maintenance, 
making it undoubtedly the most widely used building material 
today. Concrete has the ability to not only be reinforced with 
steel rods if the use of polymer fibers that help to 6% increase 
in compression strength, its toughness, the flexural strength 
and impact resistance ACI Code 544 [1]. 

Undoubtedly the concrete has become one of the great 
alternatives for infrastructure development worldwide, this is 
designed to withstand external loads caused by stress and strain 
with different characteristics, linked to the type of building 
design. These designs are based on rules and regulations of 
construction that has proved adequate for most structures.  
However when the reinforcement for concrete not only 
conventional steel rod and an additional reinforcement is used, 
such as fibers, necessary to consider its contribution.  

There are different sources that we have designs for 
reinforced concrete structures with polymer fibers. In these 

addiction fiber it has a direct impact on the cracking process, 
since a significant increase is obtained in the voltage 
compression structure  

The addition of short fibers randomly distributed 
throughout a cement matrix can significantly improve the 
fracture properties of these compounds fiber reinforced cement 
(FRCC). For moderate percentages of fiber used in many 
commercial mixtures (0.5-2% by volume), the uniaxial tensile 
and compressive strengths are increased only a relatively small 
amount, but the overall hardness, adsorption energy and crack 
width control features that can be dramatically improved by the 
introduction of these fibers [2]. 

In the study of concrete - fiber composite, must be a 
particular study in the random distribution of the fibers within 
the matrix specific fibers, since this distribution depends on the 
behavior of our element therefore is to propose a new 
analytical model spatial prediction of fibers that allows to study 
the behavior of an element and its future implementation. 

II. TESTING OF COMPOSITE FIBER CONCRETE. 

A. Material and concrete mixes used.  

Aggregates used meet Mexican Standard NMX-C- 
486ONNCCE-2014, Construction Industry Mortar structurally 
– Masonry - use specifications and test methods, which defines 
the following [3]: 

 Aggregates (sand): These are materials stone nature 

which may come from mines, banks extraction, 

crushing of concrete elements or as a result of an 

industrial process which, when mixed with 

hardening, allow preparation of mortars. 

 Hydraulic cement. Hydraulic binder produced by 

pulverizing clinker and calcium sulfate in some 

forms. 
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 Mortar. Material formed by mixing one or more 

cementing, sand, water and optionally additives or 

additions finely pulverized (limestone, clay, 

pozzolan, granulated blast furnace slag, fly ash ) has 

the ability to set both in the air as in water and form a 

hardened mass which acquires strength with time to a 

peak [3]. 

B.  Mixture proportions. 

The dosage will be held from the Complementary 
Technical Norms of the Federal District, for bikers in structural 
elements with a proportioning 1 cement: sand 2.5, as shown in 
Table 1. 

Regarding the percentage of fibers to be used it is 
determined from the weight of the cement-sand aggregates. 
Polyethylene fibers were used with a length of 25 mm and 
1mm thick on average [4]. 

TABLE I.  PROPORTIONING BY VOLUME RECOMMENDED FOR 

MORTAR STRUCTYRAL ELEMENTS. 

1 The volume of sand will be measured in loose condition. 

  
The mixture is held in a conventional concrete mixer with 

capacity of 90 liters. Sand and water absorption homogenizers 
first, then the cement and water mixed reaction for a few 
minutes will be added. The water content is determined by 
fluidity test. 

C. Specimens. 

The specimens were prepared under Rule C1018 - 97 

Standard Test Method for Flexural Toughness and First- 

Crack Strength of Fiber- Reinforced Concrete (using Beam 

With Third - Point Loading) [5]. 

Where established using a simple beam thickness of 

1 inch or less.  The test sample should have a ratio of largest 

span length depending on the thickness of the sample, between 

16 to 1 and 30 to 1.  

 

The total length of the sample shall be a minimum of 1 inch 
(25mm) longer than the size of the specimen. The nominal 
width of the sample is 2 inches (50mm) as shown in “Fig.1"  

Fig. 1. Dimensions of the beam relative to the ASTM C 1018-97 

D. Test specimens of mortar. 

Once cast and forged beams, the pure bending resistance of 
concrete is determined as stable Standard C78-00 Flexural 
Strength of Concrete (Using Simple Beam With Third- Point 
Loading) using a testing machine, the procedure specimens 
consists of turning on one side with respect to the molding 
position. It focuses on the support blocks; these in turn must be 
centered with respect to the applied force. The load applying 
block is brought into contact with the specimen surface third-
point between the supports. It must have full contact between 
the load application and the supporting blocks with the 
specimen surface. It must be sanded surfaces of the specimen 
or leather straps used if separation line contact between them 
and the blocks is greater than 0.039 inches. It is recommended 
that sanding the side surfaces of the specimens is minimal, 
because you can change the physical characteristics of the 
same and therefore affect the results. Also, you should use 
leather straps only when the surfaces of the specimens in 
contact with blocks of load application, deviate from a plane by 
no more than 0.196 inches [3]. 

 

Fig. 2. Testing machine according to ASTM C 78-00 

 
The load application should be applied at a uniform rate 

such that the increased effort extreme fiber does not exceed 
980 kPa / min (10 kgf / cm2 per min), allowing higher speeds 
before 50% of the estimated load rupture. The "Fig." 2. Shows 
a schematic view of a testing machine for testing flexural 
beams [6]. 
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III. SPECIFIC ANALYTICAL METHODS FIBER 

 Since the nineties, we have studied the application of 

different fibers in concrete, even the American Concrete 

Institute (ACI) has created standards for synthetic or natural 

and some researchers have created a series of models fibers, in 

order to predict the behavior of composite concrete fibers 

among them are: 

A. Model Imam. 

 This model predicts the ultimate shear strength of beams of 
fiber-reinforced concrete without stirrups, is based on the form 
by Bazant and Sun (1), (2), (3) and separates the contribution 
of the concrete abutments and fibers in three terms [7]. �� = Ͳ.͸�ଷ√ݓ [√��� + ʹ͹ͷ √�ቀ�೏ቁ5] ��                          (1) 

                           � = ͳ + [  
 ቀͷ.Ͳͺ�� ቁଵ/ଶ
(ͳ + �ʹͷ�� )ଵ/ଶ]  

                                  ሺʹሻ 

ݓ                              = � = �ሺͳ + Ͷ�ሻ                                  ሺ�ሻ                                    � = ����                                           (4) 

 

Finally, the contribution of the stirrups is calculated by the 

following formula (5) in addition to (1): 

                          �� = ݏ��ܣ) ) Ͳ.ͻ�����                             ሺͷሻ 

 

Where: [a] = Clear shear (mm), [b] = beam width (mm), 

[d] = effective depth of the beam (mm) [da] = maximum size 

of coarse aggregate (mm), [df [] = coefficient of efficiency. (1 

for fiber hook and 0.5 for straight fibers) [fcm] = compressive 

strength of fiber-reinforced concrete. (N / mm2), [fymw]= 

Effort in stirrups (mm2), [s] = Distance between the brackets 

(mm ), [As] = longitudinal reinforcement area (mm2) [Asw] = 

Area of the stirrups (mm2), [Df ] = diameter of the fiber (mm) 

[F] = Factor of the contribution of the fibers, [Lf] = fiber 

length (mm) [Vf] = volume fraction of fibers, [Vw] = shear 

strength provided by the stirrups ( kN) [Vu] = last a theoretical 

shear strength (kN) [ρ] = ratio of longitudinal stress [ɯ] = 

ratio of longitudinal effort and the effort of the fibers, [φ] = 

Factor of effect size . 

B. Model de C. Octavio, D. Diaz-da- Costa . 

Raises two equations (6) and (7) which bypasses the weight 
of the fiber and calculates the external forces, according to a 
vector containing additional degrees of freedom due to a 
discontinuity in the given element, also proposes degrees of 
freedom they act as a transmission medium opening 
discontinuity regular finite element nodes [2]. 

            ��� = ∫ �����̅��Ω�Ω೐ Γ೏೐⁄ + ∫ Γ�Γ�೐��̅ݐ���               ሺ͸ሻ  

         ���� = ∫ �����̅��Ω�Ω೐ Γ೏೐⁄ + ∫ Γ�Γ�೐��̅ݐ����                      ሺ͹ሻ 

Where: [Γd] = Discontinuity surface, [(.)e] = Belonging to 

the element, [fw] = Vector force at the regular nodes, [Ω] = 

body, [Nw] = enhanced shape function matrix, [T] = 

discontinuity constitutive matrix, [ �̅] =body forces vector, 

[̅ݐ] =natural force vector. 

C. Voronoi. 

It describes a general approach to modeling short fiber 
reinforced cement-fiber composites, using crystals Boronoi, 
wherein each fiber is modeled as a discrete entity, allowing 
direct contacts between the micromechanical fiber - matrix and 
performance material compound. The method is 
computationally efficient, since no additional degrees of 
freedom are required for modeling the fibers 

In this method the matrix material is divided into a set of 
convex polygons having random geometry “Fig. 3". Voronoi 
constructions are used here.  
Each polygon is considered as a rigid particle having two 
degrees of freedom : translation and rotation defined at the 
centroid of the particles, the particles are interconnected along 
their edges by flexible interfaces, or sets equivalent springs, 
whose stiffness are determined for approximating the elastic 
properties of the overall series continues . 

Fig. 3 Representation discrete element matrix material: (a) 

Voronoi polygon mesh; (B) dual lattice representation geometry - Random 

beam elements [8]. 

 

The system discrete element is actually a random lattice 
network geometry beam elements. That is, each set of two 
particles acts as a kind of beam element connecting the 
centroids of particles [9]. 

D. Horta Rangel. 

 

They present a mathematical model is based on an analysis 

deformation of particular fiber composite (8) in a quasi- 

dynamic analysis, which requires an iterative loading-

unloading procedure for determining the end performance of 

the material [10].               (∫[ܤ]�[�][ܤ]�ݒ) = ݒ�{�}�[�]∫ + {�}                  ሺͺሻ�  

where  [B]  =  matrix  of  shape  function  derivatives,  [D]  = 

matrix  of  elastic  constants,  [N]  =  shape  function  matrix, 
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[U]  =  displacement  vector,  [b]  =  vector  of  body  forces,  

[P] = vector of punctual external loads. The first integral 

involves the energy deformation of the composite under loads 

[2]. 

E. Jean – LouisTaihan, Pierre Rossi, Dominic Daviau- 

Desnoyer. 

His numerical model is based on three physical evidences:  

  Concrete is a heterogeneous material in which the 

heterogeneities can be modelled through a random 

spatial distribution of mechanical properties 

considered as dominant in the cracking process, 

namely the Young’s modulus and the tensile strength. 
 Scale effects of concrete cracking (experimentally 

proved) are taken into account by the fact that the 

mechanical properties of the material depend on the 

size of the mesh elements chosen for the finite 

element analysis. 

 Cracking is explicitly treated through the creation of 

random kinematic discontinuities, which provides 

access to quantitative information on the cracking 

state (number of cracks, opening and spacing). 

Numerically speaking, these cracks are represented 

by interface elements. 

 The criterion for the crack creation is very simple: the 
interface element opens when the normal tensile stress at the 
center of the interface element reaches a critical value 
(probabilized through a Weibull distribution function. This 
means that the rigidity of the interface element becomes equal 
to zero (perfect brittle behavior). As mentioned above, the 
value of this critical value depends on the total volume of the 
two volumetric elements interfaced by the considered interface 
element [11]. The criterion of crack creation is schematically 
presented in Fig. 4. 

 

 

Fig. 4 Criterion of crack creation in the matrix (discrete 

probabilistic cracking). 

 

IV.   METHODOLOGY. 

As mentioned different studies have been developed on the 
composite fiber - concrete, some of these studies are based on 
the identification of failure mechanisms that identify fractures 
and evolution while other procedures are based on 
micromechanical models. Forces the fiber-matrix interface is 
of great importance for the understanding of the behavior of all 
of the compound [10].  

Taken into account the above references, it is proposed a 
new analytical procedure for the spatial location (Random) of 
fibers in a composite material, posing a volumetric model 
based on finite element tetrahedral type for the matrix body 
being studied. 

Also a mesh is developed throughout the body to study 
using finite element tetrahedral types, taking as limit its volume 
with support from ANSYS program, taking very careful in 
thickness, and to consider a minimum of three fibers in each 
element thus the number of nodes and generated element is 
obtained  

Based on the resulting discrete conformation analysis 
algorithm is developed, this is intended to generate the fibrous 
structure of the compound reticular. For mesh generation 
cylindrical coordinate system is placed in one of the nodes 
randomly and considering the fiber length, the following 
coordinate system is placed, obtaining two points, thereby 
generating the fibrous matrix. This is repeated again and again 
randomly selecting nodes from 1 to the total number of nodes 
that were generated, with support from ANSYS. At the end the 
actual percentage of fibers that has been generated within the 
element, which must not be very physically distant from the 
proposed initially for the composite fiber-concrete is 
calculated. 

Finally the element created in the spatial distribution 
(random) fiber is analyzed. Once the element with the required 
percentage of fibers created another subroutine is performed in 
the ANSYS program analyzing the particular compound - 
fibers under bending loads, with the data the initial charge, last 
and the intervals at which the load increases are applied, 
enabling review efforts and displacements of the compound.  
The actual percentage of fibers that has been generated within 
the element, which must not be very far from the beginning 
proposed to be calculated  

V. POSSIBLE OUTCOMES AND CONTRIBUTIONS. 

The results obtained by the spatial convolution algorithm 

fiber, were employed for the analysis of structural elements 

reinforced polymeric fibers, allowing and builders, have a 

method of mechanical prediction, the model relates to the 

performance of the composite allow simulating the behavior 

of the structure, through the finite element solution for 

predicting stress-strain behavior of the compound. 
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Abstract— In this work, an experimental tool implementation 

of an embedded system based develops to investigate thermal-

based Photoacoustic (PA) generation as a mean of absorbing 

particles with nanoscale temperature rises on Photothermal 

(PHT) generation in Nano biomedical applications. The 

experimental technique consists of a medium-power laser, which 

develops switches by an electro-optical modulator (EOM), 

subsequently incident on the sample, the radiation is collected 

and focused focused into a microphone. In the process to detect 

the weak signal collected by the microphone needs to be 

processed to extract the useful electrical signals from the noise. 

The lock-in amplifier technique is one of the important methods 

to extract weak signal submerged in noise, which is widely used 

in the infrared spectra measurement field, thereby obtaining the 

amplitude and phase of the modulated signal, data are collected 

in a database by an embedded system (SE), as a means of 

transmission using serial communication. The data is analyzed to 

determine sample parameters in Ag nanoparticles (NP) of 10 to 

30 nm on diameter average were obtained by chemical reduction 

of AgNO3, the solution containing 0.025 µm silver nitrate in 250 

mL of deionized water was heated to 100 C and stirred 

mechanically. A citrate solution of 1, 0.5, 0.25, 0.125 and 0.062 % 

in water was added. In addition, experimental results new 

applications for the analysis of sample treatment in the frequency 

domain are reported quantitatively studying both thermal and 

electronic properties biomedical nanomaterials with nanoscale 

temperature rises by applying modulation frequencies up to 1 

GHz. We have studied Nanofluids (NF) for the purpose of 

establishing its electronic thermal uniformity.  

Keywords— Photoacoustic; Thermal expansion coefficient; 

Nanofluids; Nanoparticles; Silver nitrate; Nanoscale rises. 

I. INTRODUCTION  
Infrared radiation was discovered by William Herschel in 
1781. The infrared spectrum region includes radiation with 
wave number comprised between 12800 and 10 cm-1 

corresponding to wavelengths of 0.78 to 1000 µm (microns), 
divided into three called near-infrared regions, middle and far 
East. The vast majority of analytical applications have been 
restricted to the use of mid-infrared part comprised finds 4000 
and 400 cm-1 (2.5 to 25 mm), now associating thermal changes 
as infrared radiation from a body, where the body heat as 
thermal energy absorbed or released during a temperature 
change is defined. Moreover, Alexander Graham Bell (1880) 
reported the first PA effect writing, two thin discs in many 
substances emitted sounds when exposed to the action of a 
quick interruption of sunlight. The sound production from 
samples results of the solar energy absorption in the infrared 
part of the spectrum. The PA effect is based on the generation 
of acoustic waves due to light absorption. The infrared 
absorption of a photon excites a molecule in a high vibrational 
state. Collisions transform vibration energy to translational 
energy, i.e. heat. Modulating the intensity of light causes the 
sample temperature is increased and periodically decays. For a 
gas in a closed volume this temperature variation is 
accompanied by a variation in pressure, which creates a sound 
wave that can be detected with a microphone. The PA 
techniques have grown in importance for the thermal 
characterization of semiconductor [1], metal materials [2], and 
organic [3] among others most recent application is in 
biomedical [4]. The PA has taken the lead of PHT techniques 
mainly because of its non-destructive nature, remote, non-
contact, and allows the analysis of samples online besides its 
low cost due to the use of a microphone as sensor, these 
instruments are those which were developed for various 
applications, including in the natural gas industry [5], airborne 
hygrometry [6], source apportionment of urban light-absorbing 
aerosols [7], measurements of gas permeability [8], and clinical 
research [9]. The data acquisition and control system (DACS) 
has a fundamental role in a PA system. It drives the laser: tunes 
and stabilizes its wavelength and modulates its emitted light 
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[10] which requires knowledge of the ranges and modes of 
operation of electronic devices used in the embedded system as 
they are the lock-in and the using a microphone. 

II. PHYSICS RFI FUNDAMENTALS 
Thermal properties materials are when an absorbent body is 

made incident monochromatic radiation or modulated 
polychromatic, a change also modulated the surface 
temperature, as a result of the absorption of radiation and 
nonradioactive energy conversion occurs. The energy emitted 
by the body, can be observed through the emission of black 
body radiation from the surface and bulk (Planck radiation). 
Measuring variations of black body emission is possible to 
obtain information on the absorption spectrum, physical 
properties (thermal and electronic) among others. The physical 
basis of the detection by this technique is the law of black body 
radiation, which describes the total radiated emission, W, over 
an infinite bandwidth of a body in thermal equilibrium at a 
temperature T is defined by Eq. 1.  

W= T4 [W/cm2]                          (1) 

 From Eq. 1 where  is the Stefan-Boltzmann constant (5.67 

x1012 W/cm2K4) and  is the emissivity of the body. If the PHT 
process induces temperature changes in the material surface, 

T(w) and this change is very small compared to the 
equilibrium temperature, the emittance changing, can be 
written and defined by Eq. 2. 

W=4 T4 T(w)                           (2) 
 From the point of view optical material is characterized by 
optical opacity, which is determined by the relationship 

between the optical absorption length β =1/aj and the material 
thickness l. So according to the optical opacity, the solids can 
be divided into two groups, the first case is when optically 
transparent, when all the intensity of light reaching the surface 
thereof a small part is absorbed throughout the thickness of the 
specimen, but most is transported. This is expressed 

mathematically as s>l. The second case is when it is optically 
opaque, when the intensity of light reaching the solid surface is 
attenuated completely long before passing through the sample. 

 
Fig. 1. Illustration thermally thick and thermally thin behavior. 

 

 It is written s>>l. Furthermore, since the thermally solid it 
can be classified according to the relationship between the 

magnitude of the thermal diffusion length, defined as s and 
thickness of the sample is according to Eq. 3. 

f
s 

                            (3) 

     Thin thermally, such materials are considered to thermal 

diffusion length s is greater than the thickness of the sample  

s>l, as shown in Fig. 1. The thermally thick materials are 

characterized in that the thermal wave is attenuated within the 

sample s<l. In this paper we consider only material thermally 

thick and optically opaque. For PA in recent years, extensive 

development both in theory and methodology PA techniques 

has allowed in a non-destructive developments in research 

methodologies solids [11] and biological materials [12]. The 

same group also built the first image using a spatial 

distribution of signal to room temperature and a wavelength 

using numerical methods to calibrate measurements 

instrument [13] but the image is not that of the components 

defined was ruling signal due to the absence a theory that 

would lead to determination of weighting functions. After the 

comparison of their images with the profile of dislocation 

density, they concluded that the radiometric signal was 

generated by non-radioactive and was sensitive to even low 

densities. Sweeps in frequency, were subsequently used for 

material analysis as an alternative to purely thermal techniques 

that had been used for some time for analyzing homogeneity 

nanoscale temperature [14] and thermal parameters in 

implanted, including damage surface [15]. Heretofore, the 

black body emission was associated mainly to photonic des 

excited states, only the thermal contribution of the network. 

One of the most important contributions to the understanding 

of the PHT phenomena was supplied using laser modulation 

[16] which showed that carriers generated optimally increase 

the emission of infrared from the surface of a body. The 

primary mechanism for generation of PA signal in heat 

conduction is generated in the sample gas into the cell. This 

mechanism was considered to present a model of PA signal 

generation, called thermal diffusion.  
 

UNITS FOR PA PHOTOTHERMAL PARAMETERS 
Parameter Denomination Units 

Kj Material thermal conductivity j W/nm-K 

ρj Material density j gr/nm3 

cj Material specific heat j W/g-K 

αj Material thermal diffusivity j nm2/seg 

aj Material thermal diffusion coefficient j nm-1 

µ j=1/ aj Material thermal diffusion length j 
 

nm 

ıj Complex thermal diffusion coefficient j nm 

ls Sample thickness nm 

lb Support thickness nm 

lg Gas column thickness nm 

β Optical absorption coefficient nm-1 

µβ Optical absorption length nm 

 

Another mechanism PA signal generation, the thermal 

expansion of the sample, that is, heating to suffer radiation 

absorption, the sample was periodically expands, itself 

functioning as a vibrating piston which gives rise to an 

acoustic wave in the gas. This mechanism was taken into 
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account for the first time to propose a model composite piston, 

which considered the existence of two vibratory Pistons, one 

formed by the adjacent gas chamber, as in the model 

Rosencwaing and Gersho and another formed by the surface 

of the sample. The mechanism of thermal expansion may be 

dominant at high modulation frequencies and samples of low 

optical absorption coefficient and depends on the average 

temperature of the sample.  The third mechanism for 

generating PA signal is thermoelastic bending. This 

mechanism occurs when the modulated radiation absorption 

creates a temperature gradient in the sample perpendicular to 

the surface. Due to the temperature gradient, the expansion of 

the sample is dependent on the depth, resulting in a bending of 

the sample. This periodic bending causes the surface of the 

sample produces an acoustic signal. The latest generation 

mechanism PA signal is Photobarium effect, which can occur 

in Photochemically active samples with gas exchange between 

the sample and the PA gas cell. The properties of materials 

under the diffusion mechanism are shown in Tab. I, where the 

notation for describing and PA modeling signal is shown. The 

magneto-photo-acoustic imaging in vivo implementation [17] 

by contrast-enhanced. 

III. THEORETICAL MODEL PA PHOTOTHERMAL 

The theory of the PA cell involves open microphone cross 
section as shown in Fig. 2, in which the electret foil having a 
charge density, dielectric constant σ0 with thickness lm and 
separate metal support an air thickness s1, there is also a 
voltage V due to resistive load R it is generating an electric 
field E, that the applied air is called E0 where εR= 1,00051≈1 
and ε0=8.8541878176x10-12 F/m are used for the permittivity. 

 
Fig. 2. Cross section of electret microphone for Photoacoustic. 

 
If a wave hits periodically changing electrical fields and 

charges indicated in the dielectric plates, applying Gauss 
theorem at the interface of the electret and the air chamber and 
between the bladder and support, using Eq. 4 and Eq. 5 have. 

io E  0    (4) 

00   Eo         (5) 

The induced surface charge density is we can relate it to V by 

Ohm's Law (V = IR). Now we can write Eq. 6.  
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d
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                        (6) 

Where A represents the area of the support. Now try to find E 

of Fig. 1 are f (x) and F (x) electrical potentials in the electret 

(0 <x <lm) and the air chamber [lm <x < (lm + s1)] as a pair 

of capacitors connected in parallel. The fields in these regions 

are constant and potential are lines, the potential differences 

between the metal plate that covers the electret and the metal 

bracket can be written as Eq. (7). 
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As the mathematical behavior described Eq. 7, E can be 
written as Eq. (8). 
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Differentiating the equation Eq. 8 with respect to time 
(rate) and using the result in Eq. 6 get differential equations for 
V which are defined as Eq. 9 and Eq. 10. 
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Where C is the capacitance microphone. Due to the diaphragm 

reflection by the sound we can write s1 as Eq. 11 and Eq. 12. 
tj

b els
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Where ejt reflection diagram is caused by Pejt pressure. 

Substituting Eq. 12 in Eq. 9, the Eq. 13 is obtained. 
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If we assume that bl  , Eq. 9 is reduced Eq. 14. 
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The solution to the differential equation represented by 
Eq.14 is Eq. 15. 

tj

omb

om e
RCj

RCj

ll

l
V












1
    (15) 

From Eq. 15, is the output voltage of the microphone when 
the diaphragm is subjected to harmonic fluctuations. We can 
identify this equation equivalent electret microphone circuit is 
an RC circuit in parallel with a power proportional to the rate 
of change of current reflection microphone. The displacement 
of the membrane can solve an equation of motion for a circular 
membrane extended, under tension T. This is the model 
(Kettel-Drum model) for electret microphone. The movement 
of the membrane compresses and expands the air from the 
chamber located behind the diaphragm and it reacts in the 
opposite direction to the movement of the membrane by 
changing its natural frequency and general behavior. If the 
wave velocity is considerably less than the speed of sound in 
the air, then the compression and expansion of air in the 
chamber is roughly the same over the entire membrane and 
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depends on the average displacement of this. Considering the 
reaction force, also as the drag force due to the sound pressure, 
the equation of motion of sound is written as Eq. 16. 
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Where M is the mass per unit area of the membrane, PgVg is 

the density of air (sound velocity). The temperature 

fluctuation in the system displays gas-chamber-membrane is 

obtained from the solution of the diffusion equations in the 

same system. Assuming that a frequency modulated 

monochromatic radiation =2f and given intensity normally 

incident on the sample I0e
jt, obtaining an optical absorption 

coefficient  and nonradioactive relaxation time in the 

incident wavelength  , now you can write the set of diffusion 

equations system is ultimately defined by Eq. 17. 
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      The expression for the amplitude of the PA signal is 

complex but can be simplified for specific cases. These cases 

can be grouped according to the thermal and optical opacity of 

the sample. In all approaches assume that gas is thermally 

thick, a fairly reasonable approximation when considering gas 

lengths of 1 mm and a modulation frequency higher than 10 

Hz. Given that a sample can behave to certain types of 

radiation and transparent or opaque. A sample may be 

characterized according to their optical and thermal properties, 

thus being transparent or opaque to incident radiation. The 

parameters described in the expression of Eq. 17 are shown in 

Eq.18, Eq.19 and Eq. 20. 
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IV. EXPERIMENTAL ASSEMBLY AND METHOD 

This device consists of a radiation source can be 
monochromatic, optoacoustic modulator a PA cell and a 
system to record both the amplitude and phase. This 
experimental arrangement allows an embedded system record 
both the amplitude and the phase of the PA signal as a function 
of the modulation frequency. In the system monochromatic 
radiation of a laser is used, an EOM allows us to modulate 
signals from 0.1 Hz. To 1MHz, this is performed stably unlike 
a mechanical modulator (chopper) which is noisy at low and 
high frequencies, the acoustic-optic modulator the signal to 
noise ratio decreases. The beam expander and collimating lens 
give the possibility of obtaining a beam collimator lens and 
give the possibility of a Gaussian beam that would allow us to 
work with the theory of Rosencgwaig Gersho. Detecting the 
PA signal it is performed with the PA cell is designed from a 
sensitive microphone electrode. The signal detected by the 
microphone is analyzed in a lock-in amplifier tuned to the 
modulation frequency of the incident radiation. Modulator 

acquisition and data logging amplitude and phase of the signal. 
Finally, the data were analyzed by adjustment programs. Some 
classification of PA based on different system attributes whit 
nanoscale temperature raises is shown in Fig. 3. 

 
Fig. 3. Classification of Photoacoustic based on different system attributes. 

 

This experimental setup used to calculate the time constant of 
the microphone, a sample of high thermal diffusivity is used. 
To sign thermally thin PA signal behaves in Eq. 21. 
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Where PA signal can be known that in experimental, f is 

frequency and Ĳ is the time constant required to obtain the 
experimental data set. The regime PA signal decreases as f. 

The sample used to calibrate the experiment must be thermally 

thin, the signal must behave as thermally fine for frequencies 

below the cutoff frequency is f0. 

 
Fig. 4. Experimental setup for the thermal diffusivity determination. 

 

In Fig. 4 the basic experimental setup is shown for thermal 

diffusivity measurements where the frequency of the laser 

pulses or time spectrum are essential to determine the 

modulation frequency to be determined by an absorption 

spectrum thermal parameters measured on the sample. 

V. RESULTS  

A solution containing 0.025 µm silver nitrate in 250 mL of 
deionized water was heated to 100 C and stirred mechanically. 
A citrate solution of 1, 0.5, 0.25, 0.125 and 0.062 % in water 
was added, typically Turkevich and Frens methods. At the first 
5 minutes the colour of the solution slowly turned into greyish 
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yellow. Boiling then continued for 90 minutes. The Ag NP of 
10 to 30 nm on diameter average were obtained by chemical 
reduction of AgNO3. In this study as two-step process, 
ultrasonic agitation was used to improve dispersion in highly 
concentrated NF, exists the problem that the NP flocculate, 
since NP form agglomerates easily. Measurements were made 
in silver NP, with different average diameters, dispersed in 
water to obtain their thermal diffusivity values; each sample 
was stirred for 10 minutes before being placed in the quartz 
cell and proceeds to the measurement of thermal diffusivity. 
Compared with the reported value of thermal diffusivity for 
deionized water (α= 1.4 x 10−3 cm2⋅s-1) it is possible to see an 
increment. Thermal diffusivity of silver NF is increased 
nonlinearly up to 14% as the size of particles decreased from 
30 to 10 nm, all diffusivity measurements were performed at 
room temperature. Samples containing noble metal NP exhibit 
higher thermal diffusivities than water without particles.   

TABLE I.  EXPERIMENTAL DATA, OBTAINED FROM PA 

Average size (nm) α (10-3 cm2.s-1) α Increment (%) 
35 1.43 ± 0.22 2.1 

30 1.53 ± 0.34 9.3 

25 1.57 ± 0.35 12.1 

20 1.58 ± 0.22 12.9 

35 1.60 ± 0.24 14.3 

30 1.62 ± 0.23 15.7 

 

 For particle sizes of 30, 25, 20, 15, and 10 nm increases 
correspond to 9.3, 12.1, 12.9, 14.3, and 15.7% respectively. 
Tab. II summarizes the thermal diffusivity values obtained 
from the fitting of equation 21. Since the technique uses a very 
small volume fraction of the total sample volume, we consider 
our results valid, its use for determination of thermo-optical 
properties of nanoparticles-liquid matrix. 

VI. CONCLUSIONS 

Through this work, it was established that the results 
encourage the idea that there is a significant effect of Brownian 
motion (hydrodynamic) NP in the liquid and which shows the 
result of thermal diffusivity. Despite the controversy regarding 
the effect of Brownian motion in the thermal conductivity in 
NF, there are studies determining effect on heat conduction and 
theoretical work related to the study of NF and improved 
response to heat transport, in which Brownian motion is noted 
as one of the most outstanding. We believe that this process is 
fundamental to explain the results observed in our study. Our 
experimental results agree with the theoretical explanation in 
which it is considered that the determining factor for thermally 
characterize the NF is related to Brownian speed and showed 
results about the theoretical explanation that the determining 
factor for thermally characterize the NF, related to Brownian 
speed, as fundamental process responsible on the results. 
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Abstract— Currently there are several computer programs to 

identify plants or flora species, but this type of software depends 

on human responses to be able to carry out the classification; on 

the other hand, there are computer tools to evaluate 

morphological characteristics of foliage elements, as well as 

commercial equipment that provides approximate measurements 

of leaf area. However, there are few non-commercial tools that 

provide complete information about the various parameters of 

the leaves (leaf area, length, width, perimeter, circularity, etc.). 

This work presents a method based on artificial neural networks 

and image processing in order to classify different leaves species 

considering the shape and parameters of the leaves, as an 

economical alternative to the market products. 

Keywords— Segmentation, leaf shape, neural networks, 

morphological characteristics. 

I. INTRODUCTION 

The achievement of a rational criterion for vegetable 
classification has been an important concern in history of 
botanics. It was during XVIII century that the rules for 
nomenclature were definitely established by the Swedish Carl 
Von Linneo.  Any of the classification methods has the success 
of the sexual method by Linneo, due to the binary 
nomenclature, precision, clarity of the descriptions without any 
distinction of species, varieties, and the gathering of all the 
known between each genera [1].  

Nowadays informatics programs available are based in the 
utilization of dicotomic clues in order to identify species of 
plants and flowers, which depend upon human answers to 
perform identification and classification. Some systems 
applying such tools are: Delta [2], and ActKey [3]. Some 
others offer alternatives as search by means of taxonomic 
ubiquity and diagnostic characters, along with an image 
gallery, scientific names, etc., as Hebestigma.  

However there are informatic tools to evaluate 
morphological characters from leaves automatically, as well as 
commercial equipment offering measures form leaf area. Leaf 
area refers to the amount of surface of each leaf, which is a 
parameter widely used in crop ecophysiology [4]. Daughtry [5] 
described different direct methods to obtain the leaf area. In 
[6], an informatic tool was designed (LAMINA) in order to 

produce classic traits of shape in the leaves and area, which are 
normally required for correlation analysis among productivity 
and biomass. In [7], a method to estimate leaf area was 
reported by means of digital analysis using a scanner and 
software freely available. Also, a new methodology to obtain 
additional measurement parameters of the leaves was 
developed in [8].  

Neural networks have an important field of application 
among the computational tools. One of the most applied 
techniques in order to train a neural network is the 
backpropagation method (BPM), based on an algorithm which 
is supervised by the programmer. This method requires a group 
of training patterns, and the respective outputs, and they are 
adjusted automatically by the connection weights between 
neurons. The correction of the weights is made by a set of rules 
selected by the training and, in consequence, a correlation 
between inputs and outputs is obtained.  

The goal of this investigation was to develop a method 
based on artificial neural networks and image processing in 
order to classify different leaves species. This becomes a 
complex problem for computational systems because it implies 
to distinguish between edges, surfaces, colors, shapes, etc. In 
order to improve the classification, the leaf shape was choose 
due to the characteristic contour. This was made by means of 
considering the distance from the centroid as starting point. 

II. MATERIALS AND METHODS 

For image acquisition a conventional scanner was 
employed. Once the picture is taken this is cut at the size of the 
leaf (in order to avoid a long processing time). Image is 
acquired in BMP format to be managed in C++. In the first 
stage a total of 13 leaf species were analyzed. Some samples of 
these species are shown in Figure 1. A total of 50 samples from 
each leaf species were used. More samples were obtained from 
a free dataset called FLAVIA (http://flavia.sourceforge.net/), 
which contains 32 types of plants (52-70 images of each one).   

Segmentation is an important step in image processing and 
analysis; it simplifies the image by splitting the image in parts 
remarking the regions of interest to simplify the process of 
identification and analysis.  
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Fig. 1. Samples of leaf species. 

Most of the algorithms for segmentation are based in two 
properties: discontinuity and and similitude [9]. For image 
segmentation a discriminant analysis was used [10], where 
Otsu defines the variance among classes of an image and it 
allows the selection of an optimum range automatically, once 
the image is processed and segmented, a filter was applied in 
order to reduce the noise in the image [11].   

A. Selection of methods and evaluation 

There are several ways to solve this problem, based on 
mathematical models such as invariant moments of Hu [12], 
these represent important data which are invariant to the size 
and leaf rotation. In this way similar values were obtained for 
same species and distinctive in comparison with other species 
which are obtained from the next equations: 
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Central normalized momentum is represented by npq and 
defined as: 
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However, such momentums are insufficient in order to 
correct classification; therefore this work was also based in 
data acquisition of different parameters which can give 
additional information of leaf species such as: eccentricity, 
rectangularity, and length/width ratio. 

Each one of these proposed parameters gives a helpful data, 
as the leaf excentricity, a parameter that determines the grade 
of deviation of a conical section (ellipse) respect to a 
circumference. It is important to mention that most of the 
leaves, or the common ones, tend to exhibit an oval shape. In 
the database, there are four species with oval shape, and two 
species closer to a rounded shape. Thus, more tools are 
required to distinguish among them. Due to the latter, the 
parameter rectangularity has been integrated to the analysis in 
order to give a match between a rectangle and the rectangle 
formed by the leaf. On the other hand, eight of the species tend 
to an oval shape and their rectangularity may fit in a similar 
range, in this case the ration among length and width will also 
be measured. Each one of these parameters will produce 
significant information in order to be closer to the correct 
classification of each species. However, is not possible to 
discard that certain percentage of the cases these values are 
close related between them, in such case in first instance it is 
necessary to check what relations are correct and in what way 
they can be used.  

All the aforementioned values, factors and estimated ratios, 
by themselves do not have any sense, that is the reason why an 
Artificial Neural Network is proposed (fig. 2), due to its 
similitude with the human brain, it processes important 
amounts of information in seconds [13][14][15]. The ANN is 
proposed as a method which allows that such values can be 
related among them in order to give a sense for them. 
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Fig. 2. Neural Network used for classification process. 

B. Signature acquisition 

The limit or edge ( ) of any surface or object consists of a 
finite number (N) of an ordered sequence of λ points which 
define the shape of the surface or object [16]. 
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   is closed, 0  is followed by 1n  

   has only one width point 

   has no internal holes 

A signature is a characteristic vector which reflects the 
probability of occurrence for a characteristic in a surface. In 

general, if S indicates a sign of size N and iS  indicates de i-th 

component of S, then  

 





1

0

1

M

i

iS  

where 10  iS  and Mi 0 .  

 

The distance function ( ijd ) between two points, i  and 

j , on   is defined by 

 22 )()(),( ijijjiij yyxxdd    

A signature is a 1D representation of a contour or edge of 
an image. The basic idea is to reduce the representation of a 1D 
function which allows the description of the original in 2D.  

One way to estimate the signature is considering as 
reference the center of mass of the image. A binary image 
g(i,j), allows to obtain the centroid by means of the momentum 
equation of first order, and the coordinates of the centroid are  

 

Fig. 3. Searching of the first point of the edge. 

obtained (xc and yc) for the signature calculation, considering 
all the points in the image edge.  

Now considering the centroid as reference point, equation 
[13] becomes this way: 

 22 )()(),( jcicjiij yyxxdd    

In order to begin the search of the first point, it was 
considered the centroid and followed horizontally the image 
until the first point of the edge was found and so on the search 
of the next points continued (fig. 3).  

Once all the distances between points are obtained, the 
maximum distance inside the distance vector was looked, and 
from this point on is where the beginning of the vector was 
considered (signature). 

III. RESULTS AND DISCUSSION 

A. Classification based on momentum 

For this first stage, different characteristic data were 
obtained based on the geometrical moments. Table 1 shows an 
example with geometrical moments and characteristics of some 
leaves of apricot specie.  

Analyzing these data with the implemented tools it is 
possible to obtain a way to classify such species, when image 
is opened the software provides important data of the leaf 
being analyzed, such as width, leaf area, length, perimeter, and 
elongation factor (fig. 4). 

 

Fig. 4. Leaf classified as “Apricot” (Durazno_H1_011). 
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TABLE I.  CORRESPONDING DATA TO APRICOT LEAVES 

M2  M3  M4  Excentric. Rectangul. Elongat. 
Factor 

0.592257 0.015093 0.007345 0.592257 0.395690 3.014888 

0.528889 0.029417 0.015569 0.528889 0.371904 2.487323 

0.689978 0.039872 0.021439 0.689978 0.340054 3.268370 

0.612651 0.025605 0.011472 0.612651 0.371830 3.012383 

0.686731 0.024031 0.013876 0.686731 0.357187 3.342948 

0.684403 0.023121 0.012479 0.684403 0.355923 3.283439 

0.681064 0.012028 0.006583 0.681064 0.340864 3.175718 

0.609401 0.026957 0.014142 0.609401 0.378360 3.012500 

0.587477 0.011725 0.005565 0.587477 0.400000 0.285555 

0.517560 0.008335 0.003146 0.517560 0.431070 2.518731 

 

B. Classification based on signatures 

The applied methods in previous stage allowed to 
distinguish and classified some species, but in some cases the 
algorithm was not able to recognize the differences among 
them, still in such cases leaves had a distinctive form. 
Therefore, it was proposed to add an additional method based 
on the specific shape of the leaf among species (fig. 5) [17] 
[18]. Thus, this could allowed to distinguish between species. 
As a proposal for a descriptor shape signatures were applied 
[19] (Gonzalez and Woods, 2008). Such signatures represent or 
associate a shape with a unidimensional function derived from 
the edge points. 

On figure 6 some examples of signatures for a leaf type are 
shown. 

For this stage it was considered the longer distance as the 
beginning of the signature, taking into account the centroid as a 
reference point in order to all begin in the same point. 
However, it was observed that not always the longer distance 
matches the same point for all the images even when it was the 
same type of leaf. Therefore, it was necessary that such type of 
signature was considered as another sample during the net 
training. 

 

 

Fig. 5. Examples of typical leaf shape. 

Images of leaves Signature 

 
 

  

  

  

Fig. 6. Examples of signatures obtained from different viewpoint of a leaf 

type. 

C. Classification of leaves based on their signature 

There is a type of leaf classification based on the type of 
shape. For this task twelve classes were selected as it is shown 
in table 2. For this classification method a neural network with 
12 outputs was employed (using retropropagation method). 
These outputs represent the types or classes of leaves according 
to the shape. For the net training 30 signatures were employed 
for each type of leaf, thus, a total of 360 signature vectors were 
considered, and the rest of images were used as trial vectors. 

From a total of 1374 images of leaves of 12 selected 
categories, 189 presented authentication errors, this offers a 
percentage of classification of 86.2445%, being the linear 
species which obtained the best results with a percentage of 
95.4839% (155 samples, only 7 of them had problems), as 
opposed to the lanceolate species who presented a percentage 
of 72.4638% (207 samples, with 57 errors). 
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TABLE II.  LEAF CLASSIFICATION APPLIED IN THIS WORK 

1. Linear 

2. Lanceolate 

3. Cordate 

4. Palmately lobed 

5. Orbicular 

6. Obovate lanceolate 

7. Elliptic oblong 

8. Ovate lanceolate 

9. Acicular 

10. Deltoid 

11. Flabellated 

12. Lobed 

 

During this work it was not found an alternative method to 
compare the selected parameters; in future analyses the amount 
of distinctive characteristics for leaves will be increased in 
order to tune the process and improve the classification 
percentage.  

IV. CONCLUSIONS 

The methods and techniques for image processing were 
implemented in order to develop a program to evaluate and 
classify leaf species, based on an algorithm, which could 
process images in grey scale obtained under controlled 
illumination conditions with a scanner; in this way, it is 
obtained data for parameters such as eccentricity, circularity, 
rectangularity, perimeter and length ratio, length and width 
ratio, and perimeter-length ration in addition with width.  

Using the distinctive parameters characteristic for leaves, 
an observation of the interval variation in results was 
performed in order to obtain confident data and in combination 
during different processes show significant information for 
each species and build a complete data base. Due to variations 
among characteristics between species an ANN was trained 
with all species using the weights of the net in order to look for 
a unique and representative value. The weights were used in a 
single ANN for all species, 13 species were considered for 
trials and applications.  

Classification according to leaf shape was performed 
considering the edge signature as main characteristic to classify 
using an ANN obtaining 86.24% of classification precision. 
This percentage can be increased if the number of classes is 
reduced (classes with similar shape characteristics). 
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Abstract—A new iterative adaptable controller is designed
based on Fourier Series Neural Network for some class of linear
and nonlinear SISO systems. In this paper is used the gradient
of a function that represent the system error dynamics. Here is
obtained an iterative algorithm for update the coefficients of a
truncated Fourier Series which is used as control law and it can
represent any required control signal. The controller designed is
robust to the influence of random and constant disturbances, it
decreases the system variability and suppress the error caused
by system nonlinearities and deterministic uncertainties.

Keywords—Fourier Series Neural Network; adaptable controller;
delta rule; control law as Fourier series

I. INTRODUCTION

The Fourier series are useful tools in many disciplines

due to their potentiality as universal function approximator.

Additionally they reveal frequency components and particular

properties of functions [1]–[3]. In automatic control area the

Fourier series have had some contributions, especially as addi-

tional functions on control signal [4] for to solve nonlinearities

that cause problems like torque ripples in three-phase motors

[5]–[7]. The application of Fourier series on speed three-phase

motors control can reduce the cogging effects, the average

power excitation, vibrations and acoustic noise besides of

torque ripple as it is shown in [8]. They exhibit an analysis of

torque ripple using the exponential Fourier series in the torque

model, from which is designed an optimal weighting of stator

current harmonics in closed form.

In intelligent control area, the identification systems are

studied since they have some important applications on dif-

ficult to model systems. Also the identification systems are

studied because they are near of become controllers like neural

networks. An identification system was developed by [9] based

in a special neural network architecture called Fourier Series

Neural Network (FSNN), which have neurons with complex

exponential as activation functions. The FSNN have a finite

number of neurons representing the harmonic components of

final Fourier series. It is shown the coefficients update algo-

rithm obtained from Delta learning rule and it is demonstrated

the global stability of the FSNN learning dynamics.

A FSNN can be designed for to approximate a nonlinear,

complex and unknown function like frictional phenomenon in

servo systems. The friction in servo systems are difficult to

model and many controllers as proportional integral derivative

(PID) control cannot reach acceptable result. However, a

FSNN based robust adaptive variable structure control is an

efficient solution for servo systems with friction as is shown

in [10].

The Fourier series representation of the reference voltage

in a pulsewidth modulation (PWM) inverter can be used

to control the output voltage more efficiently than others

controllers. With this representation it is possible to obtain

a graphical transformation between complex voltage vectors

and the phase voltage in time domain. Using a modulation

index it is possible to choose the reference angles or holding

angles for to keep the output voltage constant before frequent

variations of the source voltage as is shown in [11].

Some controllers become robust in the face of deterministic

modeling uncertainties if they consider a feedback controller

in frequency domain. For example, a controller with a part

based in a proportional-derivative (PD) controller and other

part based in a Fourier series learning controller is more

efficient than a simple PD controller, when is controlled a

positioning table with nonlinear uncertainties such as friction

and backlash as is shown in [12].

Actually the applications of the Fourier series in control

area have been carried to robotics. Quadrocopters have flight

dynamics complex and modeling is difficult. Because the

typical control of this robots are based in simplified models

with feedback corrections compensating, significant tracking

errors are presented. To solve this, it is designed a iterative

learning controller based on a Fourier series decomposition of

the input and output signals for periodic quadrocopter flight.

The controller has one part based in a time-invariant dynamics

of system to determine correction values from observed errors

and it use another part for parametrize the non-causal tracking

error compensation as Fourier series, with which it is reached

a high-performance motion as is shown in [13].

The underwater robotic vehicles are other robots where have

been used the Fourier series for to help at the controller. Using
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Fourier series it is possible to build a reference signal generator

for an output feedback controller solving a trajectory tracking

problem. The combination of the Fourier series with output

regulation problem allows to bypass the need to compute

explicitly the Fourier coefficients as is shown in [14]. They

show a simulation with a good performance of a nonlinear

dynamic controller that solves the bottom-following problem

using Fourier series expansion and pseudo-spectral methods.

One of the most important contribution of Fourier series is

helping in controllers as functional approximation (FA) that

they are difficult to establish an accurate dynamic model. The

biggest advantage of FA is that it is possible to design robust

controllers model-based like sliding-mode control without

known the model of the plant. Using Fourier series as FA it is

possible to found an update law for the Fourier coefficients and

at the same time assure the stability of the closed loop system.

In addition, the Fourier series as FA has benefits in controllers

like compensation of time-varying uncertainties, not model

dynamics, reduces the effect of random disturbances and the

error caused by deterministic uncertainties [15]–[19].

The Fourier neural network (FNN) or FSNN take advan-

tage of the Fourier series properties and it is possible to

develop feedback controllers that decreases system variability,

reduces the influence of random disturbances and suppress

the error caused by system nonlinearities and deterministic

uncertainties. The orthogonal complex Fourier exponentials as

activation functions are a good way to define the topology

of a FNN as is shown in [20]. They introduced a variable

structure FNN for to deal with the tracking control of nonlinear

dynamical systems and shown the good behavior of controller

when is proven on a gear box and a belt-driven positioning

table.

Therefore the most of controllers mentioned are model-

based and depend of other controllers in the time domain e.g.

PID or feedforward controllers. They use Fourier series as aux-

iliary of main controller and in some cases their coefficients

are constant or updated based-model. In this paper our main

objective is shown a new controller which has Fourier series

as main controller and it not require system model moreover

coefficients are updated using the dynamics error.

Actually exist few topologies of this class of neural net-

works and the Fourier coefficients update rules are difficult

to found. However, in this paper it is designed a FSNN

controller with a simple topology and it is shown a easy

way to obtain the Fourier coefficients update rules. To probe

the controller are used two systems, a linear system and a

nonlinear system. The first is a position control of brushed

DC motor which is periodically disturbed and a simple PD

control can not solve it. This is the probe in a linear system.

The second probe is realized in a strongly nonlinear system

which also is periodically disturbed and is shown how the

proposed controller can diminish the error with lesser energy

than a PID control.

The following paper is planned with six sections. In section

II is described the single input single output (SISO) self-tuning

FSNN controller structure. In section III is talked about the

FSNN architecture and topology. In section IV is presented the

FSNN coefficients update algorithm. In section V are shown

the simulated results. Finally, in section VI are provided the

conclusions.

II. SELF-TUNING FSNN CONTROLLER STRUCTURE

The controller structure proposed for a SISO system in

closed loop is shown in Fig. 1. Note that FSNN does not

have the error system ey as input, but it is used for to update

the FSNN coefficients.

Fig. 1. Scheme of the SISO self-tuning FSNN.

In this closed loop process we have two types of error.

One is the control signal error eu measured as the difference

between FSNN output u and the control signal necessary un

for to bring the system to the reference yr:

eu(t) = un(t)− u(t) (1)

and the process output error is calculated as follows:

ey(t) = yr(t)− y(t) (2)

We need these errors (1) and (2) to obtain the update rule

of FSNN coefficients. The error in (2) have to be minimized

by FSNN. Note that the explicit FSNN input is the process

time because it is necessary for activation functions.

III. FSNN ARCHITECTURE

The Fourier series can always represent any continuous time

function that satisfies the Dirichlet condition [21]. Then, the

control signal necessary for eliminate the closed loop system

error (2) also can be represented by Fourier series. The Fourier

series neural networks imply that the Fourier coefficients are

dynamics and they must to be updated until to obtain the

correct ones. The topology or architecture proposed is shown

in Fig. 2.

Fig. 2. FSNN Architecture.
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This topology is designed for SISO linear or nonlinear

systems. It is composed by three layers. The first layer is

the input layer and only have one input that it is the process

time. The second layer is the intermediate layer and it is

composed by N neurons associated with the number of terms

in a truncate Fourier series. Neurons in the intermediate

layer have complex exponential as activation functions. The

inputs in second layer are the products of the time t by the

frequency wights. These frequency weights are fixed and equal

to an integer n the frequency number, times a base frequency

ω = 2π
L

; when the inputs are scaled to a range [0, L] or period

L. The third layer is the output layer with one neuron, this

neuron sums the weighted outputs from layer two and a bias

Wn yielding the output u of the neural network [9].

The output of neural network is calculated as follows:

u(t) = W0 +
N
∑

n=1

Wnhn(t) (3)

where:

h(t) = ejnωt (4)

The FSNN is the complex form of Fourier series and

the weights Wn are complex numbers in which stays the

knowledge. Because the implementation of complex function

(3) is difficult to implement, it is used the real form of

truncated Fourier series that it is possible to obtain from (3)

easily and is given by:

u(t) =
a0

2
+

N
∑

n=1

ancos(nωt) + bnsin(nωt) (5)

The control law (5) can represent any control signal as long

as the number of terms is sufficiently large. The coefficients

a0, an and bn have to be updated depending of (2).

IV. FSNN COEFFICIENTS ADAPTATION ALGORITHM

We present the adaptation algorithm of FSNN coefficients

that is obtained from Delta rule, namely the gradient of a

specific function that we want minimize. This rule is frequently

adopted for tuning regulator parameters in the model-reference

adaptive control scheme [9]. At first we defined an dynamic

reference error function as:

s(t) = αey(t) + γėy(t) (6)

Where α and γ are positive constants. Then, taking (6) is

defined the function that we want minimize with the FSNN

as:

E(t) =
1

2

t
∑

k=1

s2(k) (7)

The gradient of (7) is a multi-dimensional vector whose

depends of partial derivatives
∂E(t)

∂a0

,
∂E(t)

∂an

and
∂E(t)

∂bn
, namely:

∇E(t) =
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(8)

Applying the chain rule, we can obtain the partial derivatives

with respect to the coefficients of the output neuron, it is

define:

∇E(t) =
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Solving the partial derivatives we obtain:
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If we need to minimize the function (7) we need to go in

the direction of the negative gradient −∇E(t). Then we can

define the update rules of Fourier coefficients from the result

in (10) as:

a0(t+ 1) = a0(t) + ηα
1

2

∂ey(t)

∂eu(t)
s(t) (11)

an(t+ 1) = an(t) + ηα
∂ey(t)

∂eu(t)
cos(nωt)s(t) (12)

bn(t+ 1) = bn(t) + ηα
∂ey(t)

∂eu(t)
sin(nωt)s(t) (13)

The constant η is the learning coefficient and it can be

experimentally determined from the observation of closed

loop performance when it is selected different references.

The learning coefficient is used for increase the convergence

speed of the weights. The term
∂ey(t)

∂eu(t)
is called “equivalent

gain” of the plant and it is unknown. However, actually it

is demonstrated by [22] that it is only required to know the

sign of that term to ensure the convergence of the weighting

coefficients because the magnitude can be incorporated in the

learning coefficient η. Also the sign of that term can be easily

estimated with a simple experiment on the process. The sign

of
∂ey(t)

∂eu(t)
is positive if for a input system of known sign the

output system have the same sign, otherwise it is negative.
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Then, considering the above the algorithm of adaptation is

determined with the update rules of Fourier coefficients and

they are calculated as follows:

a0(t+ 1) = a0(t) + ηα
1

2
s(t) (14)

an(t+ 1) = an(t) + ηαcos(nωt)s(t) (15)

bn(t+ 1) = bn(t) + ηαsin(nωt)s(t) (16)

V. SIMULATION RESULTS

We will test this controller in a linear system with periodic

disturbances, and later in a no linear system. The first test is the

position control of brushed DC motor with permanent magnet

and one disturbance given by the function f(t) = sin(4πt)
at time t = 50 s. The position reference is yr = π. In Fig. 3

is shown the response of proportional-derivative (PD) control

with gains Kp = 0.3, Kd = 0.01.
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Fig. 3. PD control of position when motor is under a periodic disturbance.

The response of the propose FSNN controller is shown in

Fig. 4, it can be note that the intelligent controller proposed

is robust to disturbances in comparative with typical PD

controller.
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x 10
4Samples

Fig. 4. Response of FSNN controller when motor is under a periodic
disturbance.

The first simulation showed how the propose controller

decreases the periodic disturbance in a linear system and the

PD controller can not compensate it. However, the method pro-

posed has application in control systems more complex. The

next test of the controller will be in a non linear system under a

periodic disturbance. It is a turbine-dome electricity generator,

this system is shaped of a boiler for steam generation, which

flow through a valve and it expands in a high-pressure turbine

followed by others turbines of intermediate and low pressure.

The electricity is generated by an alternator adjoined to the

turbines. The mathematical model of this system is given by

[23]:

ẋ1 = 0.014u1 − 0.0033x1.125
1

u2 (17)

ẋ2 = 0.01408x1.125
1

u2 − 0.064x2 (18)

y = 0.2957x1.125
1

u2 + 3.456x2 + v (19)

Where x1 is the pressure in the dome [kg/m2], x2 is the

pressure in the pre-heater, u1 is the fuel flow [tons/h], u2 is

the valve position [m], y is the power output [MW ] and v is

the representation of variations in the energy consumption. For

this test, we will consider v = 0, a reference output yr = 100
and a disturbance function f(t) = sin(4πt− π

2
), which begin

in t = 200s. We will compare the response of the proposed

controller and a classic controller PID.

In the Fig. 5 is shown the simulation diagram of the non

linear system controlled with a PID, the gains are Kp = 3.5,

Kd = 0.2 and Ki = 0.0017. In the simulation diagram can be

seen some zero order holders, which are used for simulate a

discrete system taken output samples each 0.005s. Also was

connected a small system for calculate the sum of squared

errors. In the scopes we will compare the system output, the

fuel input and the squared errors.

Fig. 5. Simulation diagram of non linear system controlled with PID.

Fig. 6. Simulation diagram of non linear system controlled with FSNN.
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In the Fig. 6 is shown the simulation diagram for the FSNN

controller. Note that the time is an input for the FSNN, due to

is used in the trigonometric functions of Fourier Series. Other

input to the FSNN is the error and the error derivative, which

are summed and later transformed as the function that we want

to decrease.

During the first 400s of simulation we obtained the re-

sponses shown in Fig. 7 (PID) and Fig. 8 (FSNN). It can

be seen that with PID controller the output reach the desired

value faster than FSNN controller, but with an overshoot not

presented in the case of the FSNN. When the disturbance

is presented the PID compensate it faster than the FSNN.

However, with the PID, the output carries a periodic varia-

tion with amplitude of 0.001 MW and in the case of the

FSNN this variation is smallest (0.0001 MW ) and practically

indiscernible.

Fig. 7. System output when is controlled with PID.

Fig. 8. System output when is controlled with FSNN.

The gains of the dynamic reference error function were

α = 0.1 and γ = 9.1. The learning coefficient used for the

FSNN were chosen different for the component of the DC

(η0) and the trigonometric terms (ηcs) due to the requirements

of system. Then, the learning coefficients were η0 = 0.5 and

ηcs = 0.00001. This will do that the trigonometric terms learn

slower than the DC component.

The response of the system with FSNN do not have over-

shoot and it can be seen that error decrease gradually. When

the periodical disturbance begin, the error increments, but

approximately in 50 s it is compensated and carried to zero

again. In Fig. 9 is shown the fuel injected to the system by

the PID controller. It can be seen that the PID needs a lot

of energy for to compensate the disturbance when it begin

at 200s. After the peak energy fed, the fuel injected variate

periodically trying to compensate the disturbance.

Fig. 9. System input when is controlled with PID.

In Fig. 10 is shown the output of the FSNN controller that

is the fuel inserted to non linear system. It can be observe

that the proposed controller do not needs a lot of energy

for compensate the disturbance. With this point of view the

proposed controller is a best option in comparison with the

PID. In other words, the fuel required by the PID for to

compensate the disturbance is not possible to apply in the

real system and the PID is discarded.

Fig. 10. System input when is controlled with FSNN.

By last we will compare the sum of squared errors. In Fig.

11 can be seen the sum of squared errors when the system

is controlled by the PID. Note that error reach over 11× 108

MW 2 during the 400s of simulation.

Fig. 11. Sum of squared errors in system controlled by PID.

In Fig. 12 is shown the sum of squared errors when the

system is controlled by the FSNN. It is possible to observe
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that this signal does not reach the 7 × 108 MW 2 and again

the response of the proposed controller is better than the

PID performance. The proposed controller can dominate non

linear systems and reach better performances than others like

the PID controller. In spite of periodic disturbances and non

linearities of a system the proposed FSNN controller can has

an acceptable performance.

Fig. 12. Sum of squared errors in system controlled by FSNN.

VI. CONCLUSION

In this paper was designed a new FSNN controller robust to

periodic disturbances for linear and nonlinear SISO systems.

We design the update rules for Fourier coefficients from

gradient of a function that represent the dynamics error. This

FSNN controller used the Fourier series like control law.

Whence using an appropriate adaptation algorithm any control

law can be represented by this controller. Also it is possible

to modify directly some harmonics that it is not necessary in

control signal. Simulation results shown that this controller

is a good candidate for to use in real systems. According

with results, this controller can reduce the influence of ran-

dom disturbances, decreases system variability, and suppress

the error caused by system non linearities and deterministic

uncertainties being that is a frequency adaptable controller.
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Abstract— Catalysts for biodiesel production were prepared. 

This process consisted on the synthesis of heterogeneous alkaline 

catalysts of MgO/SBA-16 with different percentage by weight (5, 

7.5, 10%), for the biodiesel reaction from waste cooking oil. The 

methodology consisted in the Sol.Gel process for the synthesis of 

the support SBA-16, and the impregnation method for the particles 

of MgO. The catalysts were characterized by different techniques: 

x-ray diffraction, diffuse reflectance spectroscopy on the 

ultraviolet-visible range (UV-vis), nitrogen physisorption at 77 k 

(SBET) and thermogravimetric analysis (TGA). 

Keywords: SBA-16, impregnation, catalyst 

I. INTRODUCTION  
Energy is very important and determinant for the 

development of world economy. The mainstream of energy 
comes from the non-renewable fossil fuels and is considered 
as the main factor for global warming [1]. The uncertainty in 
availability of the non-renewable sources and the pollution 
problem are considered as important causes for researchers to 
explore renewable sources for replacing fossil fuels [2, 3]. 
 

Biodiesel is one of these alternative resources for diesel 
engines. It is defined as the mono-alkyl esters of long chain 
fatty acids derived from vegetable oils or animal fats. The use 
of biodiesel is becoming more common worldwide [4]. This 
energy source has several benefits that promote its acceptance; 
for example, it is bio-renewable, nontoxic and biodegradable. 
Its liquid state allows its use in diesel engines currently in 
circulation without the need for significant changes [5-7]. 
 

The general production process of biodiesel is performed 
by transesterification reaction, which consists of triglyceride 
oil to react with methanol in the presence of a catalyst.  
Conventional catalysts used are alkali homogeneous catalysts 
such as sodium hydroxide or potassium hydroxide; and acid 
homogeneous catalysts, as hydrochloric acid and sulfuric acid 
[8]. However, this process presents some disadvantages, as it 
requires the use of high amounts of catalyst (which cannot be 
recovered), the production of different streams which might be 
treated (neutralization step and wash step), and the purification 
of glycerin to reuse it. These aspects also play important roles 
in the economy of the process [9].  

Heterogeneous catalytic process is expected to be future 
biodiesel production process. This process lowers the cost and 
minimizes the environmental impacts due to the simpler 
production steps and purification processes which are 
normally carried out under very mild conditions. The common 
problem associated with the heterogeneous biodiesel 
production process is its low reaction rate due to poor 
interaction between the oil and alcohol during the reaction due 
to their mutual immiscibility [10, 11]. 
 

In this sense, this investigation project focuses in the 
catalyst preparation using heterogeneous catalysts such as 
MgO supported on a SBA-16 mesoporous silica. The main 
idea consists in prepare small particles of MgO highly 
dispersed inside the SBA-16 pores, and examine their 
influence on the catalytic efficiency of the different 
percentages of the catalysts.  
 

II. METHODOLOGY 

A. Catalyst preparation 

Siliceous SBA-16 mesoporous material was synthesized 
according to the procedure described by Zhao et al. [12]. The 
Pluronic triblock copolymer (BASF, EO106–PO70–EO106, 
F127) was used as the structure-directing agent and 
tetraethylorthosilicate (TEOS, 98%, Aldrich) as a source of 
silica. In a typical synthesis, the triblock copolymer was 
dissolved in a mixture of deionized water and 2 M 
hydrochloric acid solution stirred for 1 h, after which the 
required amount of TEOS was added to the solution at 308 K 
and kept under stirring conditions for 24 h. The mixture was 
heated for 24 h. After synthesis, the obtained solid was 
filtered, washed, dried, and finally was calcined to remove the 
organic template [12]. 

B. Mesoporous material SBA-16 with MgO particles 

impregnation. 

The incorporation of the nanoparticles of MgO on the inner 
surface of the pores of SBA-16 was made by the impregnation 
method by pore filling, using as a precursor of MgO, 
magnesium acetate (Mg(CH3COO)2). 5%, 7.5% and 10% by 
weight of MgO were incorporated into the SBA-16, using 
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aqueous solutions of magnesium acetate with different 
concentrations. 

An appropriate concentration of magnesium acetate diluted 
in water was prepared in each of the catalysts. The catalyst was 
deposited inside the SBA-16 support drop wise with a syringe, 
stirring constantly to form a muddy solution which is stirred 
again. Finally it allowed to dry for 3 hours in order to 
evaporate gently, and achieve a deposition of solutes on the 
support. 

C. Characterization Methods. 

 
1) X-ray diffraction (XRD): X-ray diffraction (XRD) 

measurements of the samples in powder were carried out 
using the Cu Kα radiation with a wavelength of 1.54 Å in the 
range of 0.5°-80° on a Bruker D8 Advance diffractometer. 
Particle size calculation was made using the Scherrer 
equation. 

 
2) N2 adsorption–desorption isotherms: The textural 

properties of the mesoporous matrices were determined from 
the nitrogen adsorption isotherms recorded at 77 K with a 
Quanthachrome iQ2 apparatus. The samples were previously 
degassed at 423 K for 24 h under a vacuum (10-4 mbar) to 
ensure a clean, dry surface, free of any loosely bound adsorbed 
species. The specific areas of the samples were calculated 
according to standard BET procedure using nitrogen adsorption 
data collected in the relative equilibrium pressure interval of 
0.03 < P/P0 < 0.3. Pore size distributions were calculated from 
the desorption branches of the corresponding nitrogen isotherm 
using the BJH method. The total pore volume (Vtotal) was 
estimated from the amount of nitrogen adsorbed at a relative 
pressure of 0.99.  

 
3) Diffuse reflectance spectroscopy (DRS): The UV–Vis 

diffuse reflectance spectra of the mesoporous matrices were 
recorded at room temperature using an Ocean Optics Inc. 
spectrometer First in Photonics (Mini-DT 2) in the 200-400 nm 
range. The respective support of each mesoporous matrix was 
used as a reference.  

 
4) Thermogravimetric analysis (TGA/DTG): 

Thermogravimetric analysis (TGA/DTG) data was obtained 
with TA Instruments Model TGA-Q500 thermobalance with a 
quartz furnace tube, with a constant heating rate of 10 C/min, 
starting the race in 25°C, employing a dynamic atmosphere of 
nitrogen with the flow 50 mL/min. Each experiment was 
conducted at constant pressure so that temperature dependence 
of transitions could be measured. Five milligram samples were 
used in platinum pans of 20 μL in each analysis, with an 
approximately 0.5 mm hole in the lid. TGA curves, as well as 
derivate thermogravimetric (DTGA) curves were used in the 
study.   

III. RESULTS AND DISCUSSION 

A. Physicochemical properties of SBA-16 and modified SBA-

16 materials. 

Figure 3.1 shows XRD patterns of the materials 
5%MgO/SBA-16, 7.5%MgO/SBA16, and 10%MgO/SBA16.  
As seen in this figure, all SBA-16-based samples show three 
well-resolved typical diffraction peaks, which are associated 
with a symmetry cubic (Im 3m) cage-structured mesoporous 
silica material (SBA-16) [20]: one intense reflection centered 
approximately at 22o in 2θ, which can be indexed as the (100), 
(110) and (200) khl reflections, respectively [20].  Thus, one 
might infer that the mesoporous structure of SBA16 adsorbent 
did not suffer modification upon MgO addition. However, it 
can be observed that the position of the reflection 
corresponding to SBA16 moves slightly to higher angles when 
the SBA-16 is modified superficially. This result indicated that 
the SBA-16 modification occurs inside of their mesoporous 
structure, so that the MgO is bonding on the internal surface of 
the SBA-16 substrate.  
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Figure 3.1. XRD patterns of 5%, 7.5% and 10% MgO/SBA-16 
 

Figure 3.2 shows the absorption spectra of the MgO/SBA-6 
catalysts (5, 7.5, 10%wt MgO).  In the spectra can be observed 
an absorption band in the UV 200 range to 300 nm, according 
to literature this absorption is assigned to Mg2+ in the 
magnesium oxide (MgO) The intensity of this band increases 
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with increasing in wt% MgO. Therefore this result confirms 
the presence of MgO in the synthesized catalysts. 

 
Wavelength (nm) 

Figure 3.2 Uv-vis of 5, 7.5 and 10% MgO/SBA-16 

 

Table 3.1 summarizes the textural properties (surface area, 
pore volume and average pore diameter) of silica mesoporous 
support our SBA-16 compared to our catalysts with different 
weight percentages of MgO. 

It can be appreciated the pore volume and high surface area 
presented by the SBA-16, and the decrease of these properties 
as is increasing the percentage by weight of MgO, possibly 
caused by the filling of the MgO particles within the pores 
SBA-16. 

TABLE 1.  TEXTURAL PROPERTIES OF SBA-16 BEFORE AND AFTER OF 
MODIFICATION WITH MGO PARTICLES. 

Textural Properties of SBA-16 before and after of modification with MgO 
particles. 

Sample Área 
superficial 

(m2/g) 

Volumen de poro 
(cm3/g) 

Diámetro de 
poro 
(nm) 

SBA-16 625.00 0.500 3.5 

5% MgO/SBA-16 485.004 0.139 3.417 

7.5% MgO/SBA-16 275.644 0.035 3.415 

10% MgO/SBA-16 295.494 0.008 3.410 

 

Figure 3.3 shows N2 adsorption-desorption isotherms at 77 K 
for determine the textural properties, the isotherms of 5%, 
7.5% and 10%MgO/SBA-16 having maximum concentration 
of MgO, exhibited irreversible type IV adsorption-desorption 
isotherms with a H2 hysteresis loop in the partial pressure 
range from 0.4 to 0.6 p/p0, characteristic of materials with 3-6 
nm pore diameter [13, 17]. These results are typical for 
materials with cubic pores and pore network connectivity like 
SBA-16 and reveals that the mesoporous nature of the 
material is preserved even though the grafting has occurred, as 
shown in the material MgO/SBA-16 with the mayor 
concentration of MgO. A well-defined step occurs 
approximately at P/P0 ≈ 0.4, which is associated with the 
filling of the mesopores due to capillary condensation. In the 

material after modification with MgO, the amount of adsorbed 
nitrogen increases and the inflection point of the step shifts 
from 0.4 to 0.41 value of relative pressure. The minimum 
value of adsorbed nitrogen suggests the modification in the 
pores with MgO, while the shift of the step to a higher value 
of relative pressure is indicative of mesopore sizes. The pore 
size distributions of the MgO/SBA-16 materials, as calculated 
from the adsorption branch of N2 isotherm by using the 
Barrett-Joyner-Halenda (BJH) model [22], are shown in both 
samples Fig. 3 (inlet). It should be noted that the MgO/SBA16 
show a uniform, narrow pore size distributions centered at 
about 3.39 and 3.4 nm, respectively, confirming that the 
modification of the SBA-16 with maximum concentration of 
MgO does not damage the cubic structure of this mesoporous 
material. 
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Figure 3.3 N2 adsorption-desorption isotherms at 77 K of 5%, 7.5%, and 10% 

MgO/SBA-16 catalysts. 

 
Thermogravimetric analysis (TGA) is a technique for 

characterizing a material (element, compound, or mixture) by 
measuring changes in its physicochemical properties 
expressed as weight change as a function of increasing 
temperature [17]. Therefore, the change in mass of a substance 
is measured as a function of increasing temperature and it is 
correlated to the thermal stability of a material that is directly 
related to the material’s volatility or thermal degradation to 
gaseous products. The boiling point is an important property 
of the biodiesel and is a parameter that relates to the quality of 
the biodiesel, as determined by ANP [18]. Thermogravimetric 
analysis is a fast, easy, cheap, and very useful technique to 
measure the biodiesel boiling point [19, 20]. Besides, 
thermogravimetric analysis can confirm the occurrence of the 
transesterification reaction because the boiling points of the 
triglycerides and esters (biodiesel) are very different [20]. 

 
Figure 3.4 percentage variation shown by weight of the 

catalysts according to the temperature. It can be seen as 
increasing the percentage will by weight MgO in the catalysts, 
they require more temperature to decrease its total weight 
percent. What this indicates that the MgO deposited on our 
support. 
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 Figure 3.4 Thermogravimetric analysis of 5%, 7.5%, and 10% MgO/SBA-16 

catalysts. 

 

CONCLUSSIONS 

 The mesoporous silica SBA-16 were successfully 
synthesized by the sol-gel method. We can see in the N2 
adsorption-desorption isotherms that the deposit of the MgO 
nanoparticles inside the pores by the impregnation method 
does not destroy or modify its mesoporous cubic structure.  
The nanoparticles were successfully deposited on the catalyst 
support with the concentrations as we see in the XRD patterns, 
as well as in the termogravimetric analysis we can see that the 
support does not wear down so we have a catalyst fully 
resistant to be used for the biodiesel transesterification. 
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Abstract— This paper presents the development of a mobile 

application for the android platform to perform sampling, 

Synchronization, transmission and control over a data-logger 

system for power quality analysis. The main function of this 

system is the sampling process and data storage of voltage and 

current values taken from the electrical assembly power grid. 

The power quality system transmits the data via basic Bluetooth 

radio frequency communication. Afterward, this data gets 

processed, classified, and displayed in real time.   

Keywords—Android, Power Quality, Bluetooth, GUI 

I. INTRODUCTION 

In the last century automation, telecommunications and 

computer industries have experienced an unprecedented 

growth. However the new generation of electronics is getting 

more sensitive to electromagnetic disturbances to the point 

that any disruption of the supply voltage may have destructive 

effects on the installed equipment, any disturbance manifested 

in the voltage, current, and frequency from the standard rate is 

treated as a power quality (PQ) problem. Power quality covers 

several aspects including the measuring, analysis and the 

improvement of the load bus voltage [1]. A lot of the 

phenomena related to power quality may appear and disappear 

arbitrarily, because of this finding electric disturbances are 

more complicated than a simple measurement of an electric 

parameter. It is necessary to monitor the grid over a long time 

interval to acquire a big amount of data to get a better idea of 

what is going on in the power grid [2]. The most typical 

approach for power quality analysis systems in the industry is 

having an on-purpose-built monitoring device that takes cares 

of the plotting, analysis, monitoring and graphic user interface 

[3]. However, this system is expensive at prices range of 9000 

USD with closed software and a lack of versatility on the 

hardware. There are cases where the number of devices 

needed to perform a PQ analysis make it economically 

unreasonable [4]. Therefore, methods that may reduce the 

price of power quality analyzer (PQA) system are needed. 

There are several works where the use of a mobile 

implementation can increase the efficiency of industrial and 

commercial processes [5-7]. In some cases, several power 

quality systems get connected to a single power grid to 

analyze the estate and investigate if a PQ event occurring in 

one part of the grid can affect other components of the power 

grid [4]. For this reason, a way to synchronize all the data 

logging systems and the option to turn on and off the sampling 

is needed. The motivation for the approach described in this 

text was to allow on-site technicians to be able to use their 

everyday mobile phone for wireless diagnostic purposes both 

in terms of data acquisition as well as signal processing. The 

PQ system used in this work is a based-field programmable 

gate array (FPGA) used for data logging. This system can 

perform a fast and precise data acquisition of the supply 

voltage and current, it has the capacity to connect to a 

smartphone to transmit and acquire data wirelessly. In this 

work the feasibility of using a mobile phone application for 

signal processing, the monitoring, and synchronizing of a PQ 

data logging system is presented.                                                                                                                  

II. THEORETICAL BACKGROUND 

A. Android mobile device 

Thanks to the constant advances in the development of mobile 

phones, android technology has become more efficient each 

generation and the amount of sensors and other hardware have 

increased depending on the necessities of the consumers. 

Android runs on an open-source Linux Kernel [8], designed 

from the beginning as an advanced mobile operating system. 

Nowadays the majority of the people counts with a 

smartphone, this gives the possibility of having sensors and 
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data analysis systems on the palm of the hand of the majority 

of technicians, because of this, the possibility of doing tasks 

like plotting, graphic interface and data acquisition is possible 

to perform on a mobile platform and its open philosophy 

ensures an easy and growing development  [9].  

B.  Bluetooth  

Bluetooth is one of the most popular and economic wireless 

technology, this is because Bluetooth is robust, has low cost, 

low power consumption and is used worldwide [10]. The 

communication protocol is defined in the hardware abstraction 

of the Bluetooth. The pairing and data control are defined by 

the Bluetooth special interest group (Bluetooth SIG) [11], the 

packet structure of a Bluetooth transmission gets defined on 

logical link control and adaptation layer protocol (L2CAP), 

this define that the  max limit of the packet for the serial 

transmission is 64 kilobytes and it gets recommended that the 

velocity of transmission do not go over 113200 if the 

communication gets done in an environment with a lot of 

physical and radio frequency interferences. Wireless 

communication via Bluetooth in the Android  is managed by 

the application programming interface (API) Bluetooth, this 

API exist since the release version number one of Android 

OS, it permits  applications to use the Bluetooth hardware in a 

mobile phone, to connect to other Bluetooth hardware, scan 

for other devices and establish R FCOM channels [12]. 

 

C.  Power Quality Analisis  

To have a basic analysis of the state of the data acquisition 

system indices of power quality  and  are 

acquired in the time domain like the max values in the 

analyzed interval, as it is shown on (1) and (2) [13]. 

 

                                                            (1) 

  

                                                              (2) 

 

The root mean square (RMS) are other values that are 

processed and it is needed to get an average of the values in 

the channel. Formulas are shown in (3) and (4) [14]. 

 

                                                          (3) 

 

                                                           (4) 

III. METODOLOGY 

The developed application consist of a synchronization 

module, a plotting module, and a data acquisition, request and 

classification modules and the user commands that dictate 

which operation must be executed. A functional diagram of 

the monitoring system developed is presented In Fig. 1. The 

Android mobile device is bonded via Bluetooth to the PQ 

system. Depending on the control, the instruction sent by the 

mobile phone the PQ system sends data requested. When the 

data reach the mobile phone, the ways the data is going to be 

used depends on the instruction given by the user, this is if the 

user needs to plot or to synchronize the data-logger FPGA 

system. Settings such as scale, color, offset, style and name of 

the signals on the plot are set by the user on the Plot Editor. 

 

Fig. 1. Functional Diagram of the systems used in this paper. 

 

A. User commands 

User commands comprehend all the configurations and 

operations that the user input via the user interface and the 

Plot Editor. In Fig. 3, a flow diagram showing how the Plot 

Editor manages actions is shown. Plot Editor is in here in 

order to change and set values as gains, color, offset. Etc. 

Actions like deciding to plot or synchronize are selected in 

this section by the user. This set of commands get 

implemented primarily by buttons with OnClickListener 

method events [15] for plotting, synchronization and the Plot 

Editor. 

 

B. Data acquisition ,Data request and data classification  

After the connection with the PQ system, data acquisition is 

administrated by Bluetooth APIs. The data sent by the power 

quality acquisition system is a total of 8 bytes for each one of 

the signals acquired from the data logger. This data gets saved 

on a first in, first out (FIFO) type of buffer declared on the 

main function like a global buffer and every class has access 

to a copy of this FIFO when it needs the sampling data. In Fig. 

2 a diagram of the packets of the data logger and the Android 

platform packets transfer is presented. When the Android 

sends the character “Z” in binary the PQ system sends the data 

logged sampled values taken in the request moment. In Fig. 1 

and Fig. 2, when executing the plotting the data gets separated 

on channels each one with 1 byte for each  point of the plot 

being drawn. After being divided, each one of the channels 

gets assigned a label set on the Plot Editor. The application 

can also request for time data when a synchronization is 

getting requested. In Fig. 3 the data transfer of the 

synchronization operations is shown, in this process, the data 

being acquired gets divided into values of time and sent to the 

Portions of this work are modifications based on work created and shared by 

the Android Open Source Project and used according to terms described in 

the Creative Commons 2.5 Attribution License. 
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sync operations until the system gets a successful 

synchronization. 

 

Fig. 2. Data transfer packages between the android 

application and the PQ data logger. 

 

 

C. Sync Operations 

Sync Operations is the module than the Android application 

uses in order to get a successful synchronization. In Fig. 3 a 

diagram of the packages sent is shown. In this diagram, time 

data is sent and received in binary coded decimal (BCD) in 

Fig. 3 the composition of the data packages is shown, in this 

packages the character “t” is used to indicate when does each 
of the packages ends and begins, the values represented by Y, 

d, h, m, s, ms1 and ms2 correspond to the values in BCD of 

the year, day, hour minute, second, the first part of the 

milliseconds value and the second part of the millisecond 

value. In Fig 4, the flow diagram of the algorithm used to 

synchronize is shown. In this figure, Hand is the coordinated 

universal time (UTC) of the Android phone. Hfpga, is the 

FPGA time, the character “a” is sent to indicate the beginning 

of a synchronization to the PQ system, the character “D” is 
used to set the PQ system time 10 second forward and, 

character “U” is used to set the time 10 second backwards. 
 

Fig. 3. Data packages in the process of the synchronization. 

 

 
 

Fig. 4. Synchronization process between Android and the 

PQ system. 

 
 

To acquire the UTC time the mobile phone needs to use the 

method CurrentTimeMillis of the class System [16]. This 

method always returns UTC time, this measurement of time 

can be found in the majority of mobile devices and GPS, the 

method CurrentTimeMillis gives the values of time in 

milliseconds and the user has to transform or transcribe the 

data depending on the necessity when an algorithm or the 

class SimpleDateFormat that permits the user to format and 

parse dates gets executed. UTC have the precision needed to 

perform a synchronization and is easy to use for inexperienced 

users in time formats because the format is almost identical to 

the local time format. When doing a synchronization, one 

pulse per second is the minimum to get an acceptable 

synchronization [17], and precision of the application 

developed in this work can reach a precision of 1 millisecond. 

It is worth mentioned that every smartphone has a different 

internal clock, however, all the Android mobile devices are 

coordinated or synchronized with the UTC time via internet.  

E.Data analisis. 

On the data analysis, the RMS and peak values of the voltage 

and current are obtained using (1), (2), (3) and (4) whith the 

class math [18], from each one of the channels, and assign a 

variable to get used in the plot of the signal. 

 

F.Android Paint and Canvas  

Classes Canvas [19] and Paint [20] are methods that exist 

since API number one and are part of the Android Open 

Source Project [21], this means all the Android devices are 

able to use these classes, in the Android OS. To draw the 

screen, you need a valid canvas object by extending the view 

class. The paint object stores far more than color. The Paint 

class encapsulates the style and complex color and rendering 

information that can be applied to a drawable. 

 

G.Plotting 

In Fig. 5, the process to plot is presented. When the stream of 

data gets separated, each channel is painted with Canvas and 

Paint. Canvas, in this case, is used to determine the view 

where the plot is going to be draw, Canvas also drawn each 

one of the points from all the channels via the method 

drawline [19], plotting the acquired data from the power 

quality acquisition sampling the values calculated of the RMS 

and peak, these values are shown using the method drawtext 

[19]. Paint is used in a dedicated thread, the plot user interface 

(UI) also has some commands to control when you want to 

start or stop plotting, the colors chosen to plot each one of the 

channels and their gains can be modified from the Plot Editor. 
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Fig. 5. Flow diagram for the plotting module. 

. 

 

IV. RESULTS 

A. Experimental setup 

The data was generated on a dedicated test rig which is 

presented in Fig. 4, it is comprised of a .74kW induction 

motor with nominal speed of 3355 RPM. 

 

Fig. 6. Induction motor on the test rig.  

 
 

The instrumentation in Fig. 5,is comprised of 4 banana cables 

connected to three phase electric voltage a, b , c and neutral 

voltage and 4 AC Current Clamps i200 [22] to get the values 

of current a, b, c and the neutral of the three phase electric 

power. 

 

Fig. 7. Instrumentation on the test rig.  

 

 

The last component of the test rig was the Power Quality data 

acquisition system PQ_UAQ, this system is an FPGA based 

system developed by the Universidad Autonoma de Queretaro 

(UAQ). This main function of this system is to work as a data-

logger of the electric events on the motor. It uses an HC-06 

Bluetooth to transmit data wirelessly to the mobile phone, and 

obtains the data through an ADC data acquisition system 

developed by UAQ. The Android smartphone used in this test 

was a LG-H420 with Android version 5.01. The test consisted 

of running the motor, Synchronizing the PQ_UAQ, turning on 

the data-login in the mobile phone application PQ_UAQ, 

plotting data from the moment the motor started running and, 

drawing the data being sent to the Android phone by the 

PQ_UAQ. 

B. Results 

This section shows the results of monitoring the power quality 

system PQ_UAQ by the application installed on a smartphone. 

At the moment of the test, the sine wave of each voltage on 

the three-phase power lines connected to the motor could be 

easily observed, RMS and Peak of the voltage and current 

during the test were displayed on the screen as shown in Fig. 8 

.Each of the Voltage and Current of the three phase 

connection could be observed, current lag could also be 

observed. The way the channels displayed look, was edited on 

the application plot editor by the user. It’s worth to mention 

that currently there are other kinds of android applications to 

monitor measurement system like fluke connect, however this 

kind of program doesn’t have compatibility with a lot of old or 

recent Android versions phones and its only possible to use 

the limitation of only being able to use it with some specific 

fluke products make it a bad choice to monitor the PQ_UAQ. 

 

Fig. 8. Plot of the monitoring Application working on a 

smartphone. 

 
 

 

V. CONCLUSION 

The use of mobile application for monitoring a power quality 

system enabled that anyone who wanted to monitor the system 

signal could see in what estate the connection was, problems 

such as cables disconnected were detected in the moment of 

the installation and synchronization of the power quality 

system, this implementation made power quality events easier 

to detect in the moment of an analysis of the data saved in the 
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system. Not to mention the use of a mobile application would 

mean that typical plotting in real time of the power quality 

signal could be performed without the need for extra 

equipment which would make the system more costly and less 

practical. The process of creating the application has proven 

that the mobile monitoring and synchronizing of a power 

quality system is possible and it can improve the efficiency of 

existing systems. 
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Abstract— Microbial fuel cells (MFCs) are devices that 

convert chemical energy into electrical energy via the metabolic 

activity of microorganisms. The MFCs can be fed with organic 

matter present in wastewater, thus a double benefit is obtained: 

pollution removal and clean energy production. Nowadays, the 

maize processing wastewater (MPWW) from small enterprises is 

discharged with no previous treatment because the wastewater 

volume is low. Nevertheless the organic content in MPWW could 

be exploited.  The aim of the present work is to determine the 

feasibility of using real MPWW to produce electricity in a MFC. 

The MPWW was tested in a three-electrode electrochemical cell 

with no dilution as control, and with 1:2, 1:3, and 1:4 dilutions. A 

potential of +0.1 V/Ag/AgCl was applied to the cell for 12 days 

and the current production was monitored. The organics 

removal was followed as the chemical oxygen demand (COD) 

reduction. The results indicated that the MPWW contained 

electrochemically active microorganisms, but the 1:2 dilution was 

the most favorable for current production reaching 100 mA m-2 

in 9 days. The COD removal percentage was from 7.8 % to 13.7 

% for 12-14 days of the test. This work demonstrates that real 

MPWW can be exploited for electricity production in MFCs, and 

the findings provide the basis to develop this technology in 

Mexico. 

Keywords— Microbial fuel cell; electricity; wastewater; 

bioenergy; depollution 

I. INTRODUCTION  

Microbial fuel cells (MFCs) are devices that convert the 
chemical energy in organic matter into electricity via the 
catalytic activity of microorganisms. The microorganisms 
capable of transferring electrons to a solid material are called 
electrochemically active. These microorganisms adhere onto 
carbon based electrodes to form bio-electrodes. As regular 
electrochemical cells, the MFCs are composed of an anodic 
chamber where the oxidation of organic matter occurs to 
produce CO2, H2O, electrons, and protons. The electrons are 
transferred from the anode toward the cathode via an external 
electrical circuit. The protons migrate from the anodic chamber 
toward the cathodic chamber reducing the oxygen present in 
the media [1]. Because the fuel in MFC is organic waste 
matter, a broad diversity of wastewater has been utilized as a 
substrate for the electrochemically active microorganisms. For 

instance domestic and food industry wastewater has been 
frequently utilized [2]. 

Maize industry in Mexico has a great impact. The grains 
are processed with a high water volume at high temperature. It 
is estimated that the  consumption of 75 L of water to process 
50 kg of maize is required. The monthly generation of maize 
processing wastewater (MPWW) is reported to be 1.2 x 106 m

3
 

[3]. The effluents of MPWW have various pollutant 
characteristics: pH 11, chemical oxygen demand (COD) 40 g 
L

-1
, total solids 2.5%, in addition to high temperature because 

of the thermic-alkaline process involved. However MPWW 
also contains proteins (0.11%), carbohydrates (0.85%), 
vitamins and minerals that might be exploited [4].   

The small-sized enterprises that produce MPWW in low 
volume do not treat the effluents; instead the effluents are 
discharged into soil or sewage. Thus, these type of effluents 
provoke environmental pollution. Nowadays this activity is not 
regulated in Mexico, therefore reports on the magnitude of 
discharges are not available. 

Organic matter in food industry wastewater has been 
exploited in MFCs with some drawbacks. The complex and 
high organic content regularly prevents the optimal MFC 
performance [5]. Nevertheless Sevda et al. [6] has proposed 
diluting the high strength wastewater with sewage wastewater 
to improve the MFCs performance.  

The MPWW is a regional problem for that reason 
nowadays no report exists on its use in MFCs. This work 
intends to demonstrate that the MPWW can be utilized as fuel 
or substrate in MFCs to produce electricity. This strategy will 
allow environmental pollution to be reduced, and to produce 
clean and sustainable energy such as electricity for small-sized 
enterprises.  

The present work aimed to exploit the carbohydrate and 
protein content in MPWW. Dilution of real samples and their 
evaluation in three-electrode electrochemical cells was 
performed. Current production, experimental charge, 
identification of redox processes, and organic removal were 
determined for each dilution. The best conditions for energy 
production and COD removal were determined.  
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II. MATERIALS AND METODS 

A. Wastewater samples 

The main characteristics of the MPWW were a pH 12.05 ± 
0.35, a conductivity 7.55 ± 0.07 mS/cm and a COD 2317 ± 138 
mg L

-1
. The MPWW was diluted to 1:2, 1:4, and 1:10 ratios 

with a phosphate buffer solution 50 mM and pH 7. Table I 
shows the final characteristics for each dilution. 

TABLE I.  CHEMICAL CHARACTERISTIC OF RAW AND DILUTED MPWW.  

 

Parameter 

Dilution 

Raw 1:2 1:4 1:10 

pH 11.6 6.7 6.6 6.7 

Conductivity (mS cm-1) 6.3 6.9 10.0 11.6 

Disolved solids (ppt) 3.2 4.4 5.6 5.8 

COD (mg L-1) 2317 1158 579 232 

 

B. Electrochemical experimental setup 

A three-electrode electrochemical cell was used in the test. 
Carbon felt in 2 cm x 2 cm x 0.5 cm size (Carbon Lorraine, 
France) was used as the working electrode, platinum mesh in 
2.5 x 2.5 cm (Alfa Aesar, USA) as the counter-electrode, and 
an Ag/AgCl, 3 M KCl as the reference electrode. All the 
voltage values refer to this electrode. The external connections 
were made with titanium wire (Alfa Aesar, USA). The 
electrodes were connected to a potentiostat/galvanostat to 
control and monitor the process (BioLogic VSP, EC-Lab 
software v10.23). The total and operational volume of the 
electrochemical cell was 120 mL and 100 mL respectively. The 
temperature in the cells was kept constant in a water bath at 30 
°C. 

C. Analytical characterization 

The pH and conductivity of the MPWW were measured 
with a meter multiparameters (Oakton PCD 50, USA). The 
COD was determined in the raw and diluted MPWW with the 
reflux method of a COD high range kit (Hach, USA). The 
electrode was characterized by the voltage at the open circuit 
over 2 h and cyclic voltammetry in the range from +1.0 V to -
1.0 V at a scan rate of 10 mV s

-1
. The electrochemically active 

biofilm was developed at +0.1 V for 12 days, and the current 
density production was monitored by chronoamperometry. The 
chemical and electrochemical tests were performed at the 
startup and end time in all the experiments. 

III. RESULTS AND DISCUSSIONS 

The first test intended to determine the presence of 
electrochemically active microorganisms. Thereafter, the 
electrochemical cell performance was improved by dilutions of 
the organic content in the MPWW. The bioelectrochemical 
process was monitored by various electroanalytical techniques, 
and the best operational conditions were determined. 

A. Presence of electrochemically active microorganisms 

Current density did not increase in the first 2 days with raw 
MPWW in the electrochemical cell; therefore acetate (20 mM) 
was supplemented. After 1.5 days the current began to increase 
and reached up to 0.0128 mA (32 mA m

-2
) in 6.5 days of 

operation. This result indicated that electrochemically active 
microorganisms were present in the MPWW.  

The acetate has been broadly recognized as the substrate 
that produces the best performance in MFCs [2]. The addition 
of sodium acetate to raw MPWW stimulated the activity of 
electrochemically active microorganisms, which was a first 
step to prove the feasibility of using this type of wastewater for 
electricity generation. However the current produced was  
moderate because the environmental conditions were not 
optimal for the electron transfer and the microbial growth. 
Therefore the strategy of wastewater dilution with a buffer for 
pH adjustment was followed. 

B. Open circuit potential of electrodes and bioelectrodes 

The open circuit potential of bioelectrodes for the different 
MPWW dilutions is shown in Table II. The stabilization time 
(2 h) was enough to determine the open circuit values, however 
it was noted that these values were more stable in the electrode 
when the biofilm had already been developed, i.e. at the end 
time.  

TABLE II.  OPEN CIRCUIT POTENTIAL (V) OF GRAPHITE CARBON 

ELECTRODE IN RAW AND DILUTED MPWW.  

 

Test 

Startup time End time 

Initial Final Initial Final 

No diluted 

MPWW 

-0.54 -0.64 -0.05 -0.05 

1:2 dilution -0.01 -0.01 -0.44 -0.43 

1:4 dilution 0.001 0.009 -0.35 -0.36 

1:10 dilution -0.008 0.005 -0.05 -0.06 

 

The more unstable open circuit potential measurements at 
the beginning of the test were due to the process of biofilm 
formation. This involves the adhesion of bacteria to the solid 
surface, the growth of colonies, and the spreading out of the 
colonies in horizontal and vertical direction [7]. 

The open circuit voltage at the end of the test was modified 
toward more negative values for all dilutions. Conversely, this 
voltage increased at the end of the test only for the raw 
MPWW. The more negative potential value was observed for 
the bioelectrode with the 1:2 dilution.  

The more negative potential values indicated an 
accumulation of reduced species on the electrode. The reduced 
species might be diverse; for instance catalytic proteins 
involved in the proton transport chain such as NADH, 
molecules produced during catabolic microbial reactions (as 
volatile fatty acids), or even that the protons of the buffer 
solution. A shift in the bioanode potential toward negative 
values has been observed for MFCs operating in better 
conditions and therefore has the best performance [8]. 
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Therefore it can be assumed that the bioelectrode from the 1:2 
dilution with the more negative potential could be the most 
adequate to construct a MFC. 

C. Identification of oxidation processes by cyclic voltammetry 

The identification of electrode reactions was supported by 
cyclic voltammetry. The current density observed along the 
voltage scan of the bioelectrodes had a greater current at the 
end of the test than at the beginning of it. This comportment 
was repeated for all MPWW dilutions, but the opposite results 
were obtained with the raw MPWW. Utilizing undiluted 
MPWW the current density was lower at the end than at the 
beginning of the test (Fig. 1A).  

 

Fig. 1. Cyclic voltammetry of carbon felt in MPWW. A) Wastewater with no 

dilution, B) Watewater with 1:2 dilution. Test at 10 mV s-1 in anodic direction 

The current density observed at the beginning of the test 
with the raw MPWW during the cyclic voltammetry was 
explained by the presence of easily biodegradable molecules in 
the medium. It can be assumed that a small amount of 
monomers were present at the startup time. These molecules 
were easily consumed by the microbial population generating a 
relatively high current density. Because the organic polymers 
such as starch required a period to be degraded into oligomers 
and monomers, very likely the microbial population lacked of a 
ready-consumption substrate at the end of the test, thus 
provoking a low current density. Another explanation for a 
final low current density could be the inability of the 
microorganisms growing in a basic medium to transfer 
electrons. This last assumption was based on the absent redox 

peaks in the voltamperogram, suggesting that the current 
density observed was mainly due to an abiotic oxidation rather 
than to a microbial oxidation of organic matter on the 
electrode. 

The voltamperograms of bioanodes at the end of the test, 
when the biofilm was entirely formed, showed oxidation peaks 
with current intensity depending on the dilution ratio. The 1:2 
dilution resulted in a oxidation peak of 0.95 mA (2375 mA m

-

2
) at +0.3 V (Fig. 2B); the 1:4 dilution generated a peak of 0.25 

mA (625 mA m
-2

) at -0.1 V, and finally the 1:10 dilution led to 
a peak of 0.30 mA (750 mA m

-2
) at +0.3 V. Even though the 

voltamperograms at the initial time showed some redox 
signals, these signals were much lower than those observed at 
the end of the experiments, except for the highest dilution 
(1:10) where redox signals were similar at the beginning and 
end of the test.  

The oxidation peaks in the voltamperograms of MPWW 
dilutions were the result of the developed electroactive biofilm 
along the test. The oxidation peaks were not related to the 
presence of reduction peaks, which indicated that the reaction 
was irreversible and oxidation reactions predominated over 
reduction reactions. The oxidation signals in voltamperograms 
has been explained by the direct contact of the electrode with 
catalytic proteins in the microbial membranes, these proteins 
commonly are attributed to cytochrome C complexes [9]. 
Therefore the intensity of the oxidation peak could be 
proportional to the quantity of the adhered microorganisms, but 
also could be proportional to the compounds accumulated in 
the biofilm-electrode interface that continue to be oxidized. 

Overall, the 1:2 dilution seemed to be the most adequate to 
form bioelectrodes as indicated by the highest oxidation peak; 
moreover this result agrees with the more negative open circuit 
potential registered for the bioanode with the same dilution.  

D. Current density production by chronoamperometry 

The chronoamperograms for the raw MPWW and the 
dilutions are shown in the Fig. 2. The undiluted MPWW 

produced the lowest current density (1.7 A), followed by the 

highest dilution 1:10 (6.1 A), the 1:4 dilution (10 A), and 

finally the 1:2 dilution, which reached up to 40 A (100 mA m
-

2
). 

The experimental charge followed the same pattern for the 
raw and diluted MPWW being the highest experimental charge 
22.5 C for the 1:2 dilution and the lowest 1.8 C for the 1:10 
dilution. The rate of increase in current density was also 
affected by the dilutions. The more diluted sample attained the 
maximum current peak faster than the other samples (Fig. 2).  

The differences in the startup time, experimental charge, 
and maximum current density were the result of a synergic 
effect of the available substrate, microbial population density, 
and mass transfer phenomena. A fast current production can be 
associated to a faster biofilm formation, which is conditioned 
by a nutritional stress; thus the more diluted sample resulted in 
the faster current production. 

On the other hand, a high organics concentration provokes 
a divergent flux of electrons by biotransformations that are not 
associated with the electron transfer toward the electrode. 
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Complex and concentrated substrates promote the growth of 
suspended cells, which compete with the attached cells for 
nutrients, as well as deviate the electrons toward redox 
reactions in the liquid phase rather than electrochemical 
reactions in the liquid-solid interphase [5].  

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Cronoamperometry of carbon felt in MPWW. a) Wastewater with no 

dilution, and diluted wastewater in b) 1:2 dilution, c) 1:4 dilution, d) 1:10 

dilution. 

 

The maximum current density is attained when an 
equilibrium between the substrate concentration and the 
biofilm thickness occurs. It has been assumed that the biofilm 
thickness is proportional to the amount of electrochemically 
active bacteria on the electrode, and thus to the current 
generation [10]. However a larger microbial density could 
hinder the substrate diffusion to the inner layer of the biofilm, 
so reducing the electron transfer originated by the oxidation of 
substrates [10]. 

The equilibrium mentioned above, among the substrate 
concentration and the biofilm thickness, seemed to be reached 
with the 1:2 dilution, and was in agreement with the open 
circuit potential and the oxidation signals by cyclic 
voltammetry. 

E. Organic matter removal 

The organics removal was quite low for the raw and the 
diluted solutions of MPWW. The COD reduction was from 
2317 mg L

-1
 to 2135 mg L

-1
 with the raw wastewater, which 

corresponded to 7.8%. Similarly, the COD concentration with 
the highest dilution 1:10 reduced from 232 mg L

-1
 up to 200 

mg L
-1

, i. e. a 13.7% percentage removal. 

Regularly the COD removal depends on the initial COD 
concentration. In that sense, the lowest percentage removal was 
observed for the less diluted sample. This performance is 
explained by the catalytic capabilities of microorganisms to 
mineralize the organic matter into CO2, as well by the hindered 
mass transport phenomena in a more concentrate medium. 

Even though the microbial population is able to transform 
the organic compounds in the medium, the extremely high 

concentration of these compounds resulted in a small inoculum 
to substrate ratio. The microorganisms were then not capable 
of transforming the organic matter at a high rate enough to 
reduce the COD concentration in an acceptable percentage 
value. 

In a practical point of view, the highest dilution 1:10 led to 
a COD concentration similar to those of domestic wastewater 
that can be treated easily with common biological methods 
[11], nevertheless the interest in the present work is to exploit 
the MPWW in its actual physical-chemical characteristics. 
Alternatively, a strategy to dilute the input liquid current to a 
microbial fuel cell is recirculation of its own effluent, or 
diluting the input current with other process discharges. 

In Central America and in Mexico the use of maize grains 
is broadly extended. The MPWW from small-sized enterprises 
is regularly ejected to sewage or to bare soils. Moreover this 
type of practice occurs in rural areas where electrical supply 
might be scarce. The bioelectrochemical systems such as the 
microbial fuel cells could contribute to exploit the MPWW to 
produce electricity in rural areas. In the present work the proof-
of concept for a MPWW based microbial fuel cell has been 
validated. The improvement of the current density production 
was achieved by dilution of raw MPWW with a buffer 
solution. Although there exist some engineering strategies to 
overcome the dilution step, for instance with recycling or 
dilution with domestic wastewater, more investigation is 
necessary to optimize this bioelectrochemical process. 

IV. CONCLUSIONS 

Microbial fuel cells are of increasing interest because they 
allow the exploitation of wastewater to produce clean energy. 
This work demonstrated that maize processing wastewater 
contains electrochemically active microorganisms. However, 
the high concentration of the complex compounds hindered a 
high performance. The current production was improved by 
dilutions of the raw wastewater with a buffer solution. The 
optimal dilution was determined as 1:2 ratio; which resulted in 
100 mA m

-2
. That dilution ratio also allowed the maximum 

experimental charge 22.5 C, and the maximum oxidation peak 
determined by cyclic voltammetry as 2,375 mA m

-2
.  
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Abstract: The urban and interurban transportation takes an 

essential role in the economic and social organization of the cities. 

Most of the problems in a lot of cities are generated by the 

population interaction, this interaction is translated into people 

movements and merchandises within a transportation system, which 

is possible modelling statistically. From this, modelling trips 

becomes a necessity to become possible the reproduction or, even, 

predict the transportation demand.  

Models will be designed to estimate the trip generation and 

attraction in the Queretaro metropolitan area (ZMQ, in its Spanish 

acronym) using Multiple Linear Regression (MLR), in order to show 

the model have a low dependence between the observations. 

Keywords— Trip Generation, Transportation Models, Urban 

Transportation, Planning Transport 

I. INTRODUCTION 

Urban and inter-urban transport play an essential role in 
economic and social organization of cities and the population 
centers around the world. Most of the urban problems in many 
cities are related to the exchange processes that are generated 
by the interaction of the population [1]. This exchanges, leads 
to a need for movement of people and goods in a transportation 
system that is not very efficient or does not meet the demands 
of the population; even if such claims have unfavorable 
characteristics as the schedules concentration of travel, roads 
heavily congested given regular and random system conditions, 
so it is necessary to develop some analysis methodologies to 
evaluate and in some cases anticipate the problems causes this 
interaction.  

From this, it is necessary to create a model that reproduces 
in the best possible way the interaction of the study area. 
Planning transport requires, as a first stage, to generate trips 
between the areas under study. The classic model implies to 
correlate the data zone in order to predict the attracted or 
generated trips. Multiple linear regression (MLR) models has 
been created from explanatory variables of the Queretaro 
Metropolitan Area, these models are compared each other by 
analyzing their hypothesis, observations and the required 
adjustments. Then, the obtained model is analyzed, showing 
the correlation between the observations. 

II. REVIEW OF THE LITERATURE 

As a result from the activities that are commonly developed 
in the society, it has been constituted diverse complex systems 
in which many activities take place. In the case of the 
transportation system, to assure the development of the 
economic activities, it becomes a necessity to create an 
efficient transportation system of goods and people. Then, the 
transportation planning becomes important, being necessary to 
create, in a logical manner, the conditions observed in the 
context [2]. 

In transportation planning, the classic model is based in the 
quantification of trips generated by the people, and the trips 
attracted into an area to do an activity. 

A. Transport Planning 

According to the four stages planning model the first stage 
is the trip generation so, considering that the model focuses on 
travel, is vital to collect proper information [3], the same 
processing and interpretation, so that errors in the model by 
statistical processing of data and, as mentioned, is represented 
in the best way reality system are minimized. 

The objective of trip generation is to estimate the number 
of trips originated in each zone within the study area, which it 
is usually correlated to the socioeconomic characteristics of the 
resident population in that zone [4]. 

That is why transport planning becomes a necessity. To 
planning transport is usual to use a travel-based model, which, 
as its name implies, the important unit of analysis is the 
journey. The classic model of four stages, that is accepted as a 
valid tool for transportation planning is generally employed 
[5]. This procedure, first developed in the early 50s, used 
aggregated data from subdivisions of the territory (area traffic 
analysis) to estimate travel with the current network. The steps 
or stages that make up the four standard process steps are 
Generation Travel, Travel Distribution, Modal Selection and 
Assignment of travel (both transit and automatic) [6]. 
Allocation Land Use should be the first step in the process 
(thus creating a five-stage model), but usually is omitted 
because it is generated in isolation since the beginning of the 
process. 
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B. Trip Generation 

The purpose of the trip generation is usually correlated with 
the socioeconomic characteristics of the population of each 
area, then, it is premised that the trip generation is equal to the 
sum of travel based home more non home-based [6]. That is, 
traveling can be classified into trips leave home, travel to 
return home, and not based at home. From the perspective of 
transport demand, the most important feature of the users is 
their SES. 

Therefore, planning is necessary in transport systems 
directing it towards certain specific objectives for each area of 
study so that planning achieves clearly adapt to changes that 
are required for developing society. Priority then becomes the 
improved modeling of the transport system, trying to recreate 
the model is logically the conditions seen in the context [7]. 

C. Fundamentals of trip generation 

The objective of the trip generation stage is to obtain 

appropriate identification and quantification of the trips to and 

from the different zones in which the study area is divided [8].  
The number of trips generated are frequently very difficult 

to determine and estimate directly. Some information 
characterizing the zones can explain the trip generation more 
precisely than directly estimating the trips; this information is 
known as explanatory variables. The information regarding 
land-use, the socioeconomic characteristics in the zones within 
the study area and the characteristics of the transportation 
system are usually regarded as explanatory variables [9]. 

The trip generation models are made up of functional 
relationships between the trips generated and the explanatory 
variables, so that the trip demand in a given future scenario can 
be accurately estimated by knowing the explanatory variables 
in that scenario. 

Trip generation can be divided into: 

a) Estimation of the number of trips from each zone 

(productions). 

b) Estimation of the number of trips into each zone 

(attractions). 

The total number of productions must be equal to the total 
number of attractions in the study area, although this is not 
necessary the case in each particular zone. This is due to the 
fact that the home-based trips (HB) are always produced by the 
zone in which the home is and attracted by another zone (or the 
same), no matter what way the trip is; on the contrary, non-
home-based trips (NHB) are always produced by the origin 
zone and attracted by the destination zone [10]. 

Therefore, the productions are higher than attractions in 
residential areas and attractions are higher than the trip 
productions in industrial, educational or commercial zones. 

D. Variables explaining the trips generation. 

The main factors affecting the trip generation involves 
income, vehicle ownership, type of household (housing) and 
family size. In addition to factors such as land use, residential 
density and accessibility are also considered for modeling at 

the zonal level. The attraction travel is influenced by factors 
such as the covered space available for industrial, commercial 
and other services. A zonal level, occupation and accessibility 
are also used [11]. Modeling trip generation, as well as 
personal travel, travel load are also of interest, especially in the 
development of regional load models, so their contribution to 
congestion becomes significant [12].  

III. METHODOLOGY 

An O-D survey allows to obtain updated information on the 
number and the location of the principal points of attraction 
and generation of trips, predicting the user behavior and the 
needs of displacement of the people. The optimal sample size 
usually is linked to its cost, and, therefore, it’s necessary to 
decide which variables are the most important to pick up, so its 
cost don’t exceed the available budget [13]. 

Consequently, the determination of the sample size and the 
optimal sampling schemes is impossible in the practice, due to 
the data will be used as an entrance to different models, many 
of them complementary and for different analysis. 

The sample that was used for the O-D survey in the 
metropolitan area of Queretaro was stratified, that is, the 
population was divided in strata so that in each one there was 
all the homogeneous elements for variables in study. For 
division into strata, it was used the Basic Geostatistical Area 
(AGEB, in its Spanish acronym), which is the basic territorial 
statistical unit of the National Institute of Geography and 
Informatics of Mexico, it was used and proved to be an total of 
658 census tract. The application of the questionnaires was 
conducted between November 2010 and February 2011 and 
from March to June 2012 (in both cases were not interviewed 
during holiday periods). The variables included in the 
questionnaire were: generation and attraction points of travel, 
travel time, motive and means of travel, time distribution, 
socio-economic status of individuals, and overall mobility 
features in the study area. 

The sample was determined from the totality of households 
counted in the ZMQ as recommended by SEDESOL (S. F.), 
Ibeas et al. (2007), Bruton (1985) and Ortúzar and Willumsen 
(2008). It proceeded to survey a total of 3,730 households with 
a total of 248,626 households in the ZMQ since the population 
according to the results of the National Census of Housing 
2010 is 1,097,025 inhabitants it was decided to interview the 
1.5% of households, which is higher than the recommended 
1% minimum, providing any type of error and the lack of 
response or committed by interviewers and country people. 
The questionnaire to all household members aged seven and 
asking for all the journeys made yesterday with a time duration 
of more than five minute trip was applied. All the homes were 
visited from Tuesday through Saturday, only if the previous 
day was not a holiday or had not a natural phenomenon that 
modify travel patterns. 

Descriptive statistics was used to determine the 
socioeconomic characteristics of the users of each means of 
transport, the time spent on their trips, number of trips, 
motives, In order to determine the trips generated, we use the 
MLR to fit the most important variables obtained by the 
survey, and the trips generated in every AGEB. 
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IV. RESULTS AND DISCUSSION 

To predict trips, is used the multiple regression model, that 
model relates variables that describe the population or 
economic activity of each zone and the variables that 
characterize land use. If this model is applied, variables are 
required to conform well to the statistical theory that the 
variables are independent of each other and continuous, in 
addition to the results of the surveys fit a normal distribution 
[14]. However, it is likely that in practice not comply because 
there is correlation between variables but its distribution is not 
always normal. 

A review of the multiple linear regression model is that it 
treats the explained variable (trip) as a continuous variable, 
when in fact it is a discrete variable. The specification of a 
linear model for count data (such as trip) produces partial, 
inefficient and inconsistent results of its parameters [15]. Also 
another review arises from the assumption of normality of the 
error term, which could lead to negative values of the 
explained variable (trip), which is impossible in the technical 
implementation cannot exist as "negative trip". 

After analyzing several multiple regression models, the 
model with the best correlation between variables in ZMQ is 
shown in the table 1. 

TABLE I.  VARIANCE ANALISIS 

VARIABLE DF Adj SS Adj MS F-Value P-Value 

REGRESSION 3 18556 6185.3 8.93 0 

POBLACIÓN 1 15330 15330.4 22.13 0 

USO SUELO 1 314 314.4 0.45 0.501 

INGRESO 1 1090 1089.9 1.57 0.21 

Error   654 453021 692.7   

  Lack-of-Fit 96 187057 1948.5 4.09 0 

  Pure Error 558 265964 476.6   

TOTAL   657 471577     

TABLE II.  MODEL SUMMARY 

S Variance Variance (adjusted) Variance (predicted) 

26.3191 3.93% 3.49% 2.33% 

TABLE III.  TABLE OF COEFFICIENTS 

Term Coef SE Coef T-Value P-Value VIF 

Constant 4.7 11.8 0.39 0.694 
 

POBLACIÓN 3.279 0.697 4.7 0 1.07 

USO SUELO -1.31 1.94 -0.67 0.501 1.53 

INGRESO 1.35 1.08 1.25 0.21 1.52 

 

In the case of the ZMQ the linear regression model did not 
have a good fit by a single model so, it is necessary to 
determine what kind of statistical model presented a better fit 
for that metropolitan area considering the spatial variables 
instead. [16] Therefore, the data will be analyzed statistically 
with linear regression model, and then a model that best fit the 

data distribution so that the error when estimating travel is 
minimized is searched. 

It is helpful to compare the value p (P value) with 
significance level (also called alpha or α). A significance level 
of 0.05 works correctly, since an α of 0.05 means that the 
probability of concluding that the model fits the data when you 
really do is just 5%. In short, if a variable has a p value less 
than α can be concluded that the model fits the data [17]. Given 
that, it’s possible to say that the Multiple Regression Model 
applied to the ZMQ shows a small relation and a low 
significance level. 

Then it is possible to propose another models that consider 
spatial correlation, with reference to previous models that do 
not considering spatial correlation. The modeling process is 
primarily focused on including the variables related to road 
network intensity that have already proven to be relevant in the 
study area, so it’s necessary to create a matrix contacts through 
the creation of Thiessen Polygons, that incorporate the areal 
neighbors into the spatial model. 

 

Fig. 1. Thiessen Polygons of ZMQ used to create the matrix contacts 

The importance of analyzing these spatial dependence 
models is that they allow to create a model of variables, such as 
the behavior of an area, showing how these variables are 
influenced by the characteristics of its neighbors. Then, this is 
an important research line, that can be used to adequate the 
prediction of trips in the study area. 

V. CONCLUSIONS 

A regression model shows lack of fit when it fails to 
adequately describe the relationship between the experimental 
factors and the response variable. A lack of adjustment may 
occur if significant model terms are not included, such as 
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interactions or quadratic terms. It may also occur if, at the time 
we adjust the model, numerous waste with very large values 
are produced. 

The program which models were made was Minitab. This 
program shows the unadjusted test when the data contains 
replicas (multiple observations x identical values). The replicas 
represent a "pure error" because the random variation can 
cause differences between the values observed response. 

These model can be modified by adding, deleting terms or 
changing data input, that is, the unusual observations could 
have characteristics as extreme values or atypical values in 
relation to the regression line in the trip model. In some cases, 
there are trips values equals to cero, which means that the area 
cannot produce trips because that area is an industrial zone that 
only attract home or non-home based trips. 

To determine how much effect does the unusual 
observation, it is possible to adjust the model with and without 
the unusual observation and comparing the coefficients, p 
values, the values of variance and other model parameters. If 
the model changes significantly when these unusual 
observation is deleted, first, can you determine if the 
observation corresponds to an error of measurement or data 
entry, once discarded this option is used to examine the model 
to determine if an important term or variable that can best fit 
the model, or if you specified the model incorrectly omitted. 
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