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Abstract— Nutrimental state of vegetables foods, is a more 

studied parameter to defined quality them. A way to predict the 

deficit of phosphorus and potassium in hydroponic lettuce crops 

is presented. The method is based on the leaf area sizes at 

different stages of growth, measured with digital images. For 

acquisition, the camera was placed perpendicularly to the lettuce 

leaf, considering technical data of sensor and the known distance 

between this and the leaf, the area represented by each pixel of 

the image and the area occupied by the leaf is computed. 

Nutriment types was related with leaf area size, ANOVA table 

determined that phosphorus and potassium are the nutrients 

statistically related to plant growth. 

Keywords— Lettuce-crops; Phosphorus; Potassium; Area- 

measured; Image processing.  

I. INTRODUCTION 

Vegetables are the main source of food for human 
consumption. If eaten raw, we receive bio-photons which are 
the smallest physical units of light and are used by all 
biological organisms in the human body. In big cities is 
difficult to get fresh vegetables of the day due to lack of land 
for harvest, therefore, have to be transported from distant 
places. Lose time since place of production to the place of 
consumption implies deterioration of some nutritional 
properties.    

Hydroponic is an alternative for production of vegetable 
food without extension of land. This is a technique of soilless 
culture, the roots receive nutrients from a balanced nutrient 
solution dissolved in water with all the chemical elements 
required for the development of plants and growing on inert 
medium called substrate. 

Chemical elements contained in nutrient solution applied in 
hydroponics crops, are divided into two groups: macronutrients 
(nitrogen (N), phosphorus (P) and potassium (K)) which are 
essential for the development and survival of the plant because 
compensate some deficiencies. The second group are the 
micronutrients that ensure production quality and avoid 
absorption of fruits, flowers or stems turgor. 

To plants assimilate nutrients, these are applied in 
compounds called salts [1]. Contributing salts N, P, K are: 

calcium nitrate, monopotassium phosphate and potassium 
nitrate respectively.  

The health monitoring in hydroponic culture has led to 
develop methods that aim to predict the missing nutrient based 
on the physical characteristics of the plant. Features like size, 
thickness and color are those studied more.  

 In the literature there are different methods to monitoring 
vegetable health, some destructive, others difficult to 
implement. Most methods focus on nitrogen analysis in [2] the 
authors do a review of techniques used for nitrogen analysis, 
the majority studies is based on the spectral behavior of the 
leaves, and they use scanners or spectrophotometers to measure 
absorption, reflection and transmission.    

In recent years, methods low-cost have been developed that 
utilize digital images. In [3], the author emphasizes that they 
are fast and easy to acquire images during different growth 
stages, allowing evaluate plant dynamics, including the files 
are easy to save, to be used in future comparisons. 

Research based on digital images, have focused on analysis 
of color. Authors [4, 5] the analysis for the 3 macronutrients is 
presented, they use hyperspectral images. It is common for 
hyperspectral images are captured with satellite sensors, which 
presents a disadvantage because of the high cost and 
complication in processing. 

RGB images (Red, Green, Blue) belonging to the visible 
spectrum, have been used for estimating the nitrogen content 
[7] or chlorophyll [8, 9]. The authors take the color green leaf 
and relate with nitrogen and chlorophyll content. Both 
elements are closely related because chlorophyll is a product of 
nitrogen.  

The paper [10] presents a method based on computer vision 
for estimating the crop coefficient (Kc) of lettuce crops from 
the percentage of ground cover (PGC) extracted from digital 
photographs. In contrast to other methods, plant height (h) is 
estimated first; then, the term PGC/h is correlated with Kc. 
This allows determined crop water requirements from variables 
that are directly related to evapotranspiration. The method was 
successfully applied to and validated using a commercial crop 
of lettuce (Lactuca sativa L.) located in the southeast of Spain. 
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This paper presents a way to predict the deficit of 
phosphorus and potassium in lettuce crops based on leaf area at 
different stages of growth measured with digital images. The 
camera was placed perpendicularly to the leaf of lettuce. 
Considering technical data of sensor and the known distance 
between this and the leaf, the area represented by each pixel of 
the image and the area occupied by the leaf is computed. 
Finally, nutriment types was related with leaf area size, 
ANOVA table determined that phosphorus and potassium are 
the nutrients statistically related to plant growth. 

II. EXPERIMENTAL AND METHOD SETUP 

A. Growing hydroponic lettuce  

    A crop of lettuce (Lactuca sativa L.) was performed. To 
prevent plagues or excess water due to rains, the planting was 
conducted in the greenhouse of the Instituto Tecnologico de 
Tuxtla Gutiérrez. Substrate hydroponic system was applies. A 
substrate of peat moss and perlite, plastic bags of 35 x 35 cm, 
where used, finally, nutrient solution manually applied.  

To analyze the effect of the macronutrients, the nutrient 
solution was prepared based on a factorial experimental design 
with three macronutrients as factors (N, P, K) and three content 
levels (0, 50%, 100%) for each factor, the design gives a total 
of 27 experimental units. Table 1 shows the amount of salts to 
prepare 5 liters of solution for each experimental unit.  

 

TABLE 1. AMOUNT OF SALTS IN EACH EXPERIMENTAL UNIT 

Experimental 

unit 

Calcium 

nitrate  

Monopotassium 

phosphate 

Potassium 

nitrate 

1 0 0 0 
2 0 0 0.24405 
3 0 0 0.4881 
4 0 0.27655 0 
5 0 0.27655 0.24405 
6 0 0.27655 0.4881 
7 0 0.5531 0 
8 0 0.5531 0.24405 
9 0 0.5531 0.4881 

10 2.040525 0 0 
11 2.040525 0 0.24405 
12 2.040525 0 0.4881 
13 2.040525 0.27655 0 
14 2.040525 0.27655 0.24405 
15 2.040525 0.27655 0.4881 
16 2.040525 0.5531 0 
17 2.040525 0.5531 0.24405 
18 2.040525 0.5531 0.4881 
19 4.08105 0 0 
20 4.08105 0 0.24405 
21 4.08105 0 0.4881 
22 4.08105 0.27655 0 
23 4.08105 0.27655 0.24405 
24 4.08105 0.27655 0.4881 
25 4.08105 0.5531 0 
26 4.08105 0.5531 0.24405 
27 4.08105 0.5531 0.4881 

 

 

 

For each experimental unit, 3 samples were planted giving 
a total of 81 plants. Between sowing and germination the 
irrigation was water pure. With emergence of true leaves 450 
ml of solution was applied every other day until harvest. 

B. Image acquisition  

      DBK 31AU03 camera manufactured by the company 
"Imaging Source" was used for image acquisition, this has a 
SONY ICX204 sensor with dimensions of 5.8 x 4.92 mm, 
focal distance of 8 mm and resolution 1024 x 768. To calculate 
angles opening (A) of sensor, replace the values of the 
dimensions (d) and focal length (f) in Equation 1. The greater 
opening angle is 39.85 ° and the lower angle of 34.18°. 

A=2tan-1 (d/2f)                                     (1) 

      The (x) distance between the visual field (surface where the 
leaf is placed) and the camera is 250 mm, as show figure 1. 
This parameter is used in equation 2 to find the size of the 
visual field (L). The largest and smallest visual field lengths are 
equivalent to 181.24 and 153.72 respectively, this gives a 
capture area of 27860.2128 mm2. Considering the camera 
resolution as 1024x768, this mean we have a total of 786,432 
pixels, and the Rule of Three indicates that each mm2 of area is 
equal to 28.23 image pixels. 

                                    L=2x tan (A/2)                                     (2) 

 

 
 

Fig. 1.     System for Image acquisition 
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C. Image processing  

Is necessary to apply a segmentation process for separating 
leaf from the background image. Hue (H) for RGB image of 
Figure 2a was calculated with equation 3, based on the 
histogram, optimal  thresholds (0.15 <T <0.5)  were 
computated for the binarization. The result of this process is 
presented in Figure 2b,  due to white points are detected in 
areas outside the leaf, opening and closing morphological 
operations were applied, the end result is shown in Figure 2c 
where the part occupied by the leaf is white and the 
background is black. 

 

The white pixels the binaries image, are the necessary data 
for image processing, however, black cover a good part as 
shown figure 2c. The binaries image was cut, leaving the edges 
defined on the first white pixel of each of the four sides as 
shown in Figure 3. The cut served to reduce the weight of the 
image, save space on the storage disk and speed up the 
processing. 

In programming software (Matlab 2013a) a count of white 
pixels contained in the cropped image of Figure 3, was did. 
According to calculations each mm2 covers 28.23 pixels. The 
result of white pixels counting was divided by 28.23 and the 
area occupying lettuce leaf that is the resulting quotient. 

  
Fig. 3.  Cropped image 

The areas of the experimental units for 20, 30, 40 and 50 
days after planting are presented in table 2. To making the 
acquisition, the 5 leaves most developed between the 3 plants 
from each experimental unit was selected. The result shown is 
the average of 5 measurements.  

 

TABLE 2. ÁREA OF LEAVES IN DIFFERENT STAGES GROWTH 

Experimental 

unit 

 20 days 

mm2 

30 days 

mm2 

40 days 

mm2 

50 days 

mm2 

1   1589.2 2052 2573.1 2734.3 
2 2572.3 2771 3174.5 3504.4 
3  2606.5 2862 3174 3303.3 
4 2239.3 2685.9 2794.8 3847.1 
5 2989.4 3105.2 4054.5 5593 
6     4365 4500.3 4835.9 5161.7 
7 2240.1 3471.2 4382.9 5175.1 
8 2801.5 3420.7 3759.7 4511.4 
9 3135.2 3523.7 4567.5 5625.1 

10 2239.4 2548.2 2838.4 2917.9 
11     1110 1895.4 2100 2200 
12 1320.5 1927.3 2426.6 2640 
13 2677.2 3082.6 4156.5 5449.3 
14 3395.2 4540 5809.8 6585.7 
15 3914.2 4997.7 5870 6974 
16 3841.4 4457.2 4821.1 5908 
17 3596.2 3939 4511.1 5391.3 
18 2967.6 3521.9 4989.4 5847.7 
19 2517.3 2614.6 2820.2 3307.3 
20 2068.9 2516.3 3846.3 4669.4 
21 2379.6 3378.9 4019.5 5489.7 
22 2263.6 2849.6 3817.6 4091 
23 4110.7 4659.9 5001.9 6369 
24 3496.1 3912.2 4689.5 5395.2 
25 2872.3 3771 4253.2 5433.4 
26 3558.9 4201.9 5032 5802.6 
27 2612.4 3577.8 4713.1 5767.7 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 2. Image processing 
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III. RESULTS 

             A multifactorial analysis of variance was applied, as 
factors, the salts presented in Table 1 and the dependent 
variable the leaf areas of Table 2. We have four stages of 
growth and four ANOVA tables. Table 3 summarized 
percentage relationship between nutrients and leaf area for 
each growth stage. By analysis them, an increases the 
relationship between nutrients and leaf area is observed. 
Nitrogen ratio does not become significant until the plant 
reaches maturity. On the other hand, phosphorus and 
potassium are statistically related to the development of 
plants. 
 

TABLE 3. PERCENTAGE RELATIONSHIP BETWEEN NUTRIENT 
SALTS AND LEAF AREA 

 

 

Calcium 

nitrate  

Monopotassium 

phosphate 

Potassium 

nitrate 

20 
days 

27.63 99.97 93.6 

 30 
days 

67.84 99.94 88.52 

 40 
days 

94.73 99.99 98.62 

50 
days 

98.21 100 98.96 

 
 
 

       According to the results and [11, 12] authors, it is known 
that nitrogen does not significantly affect in crop leaf area. 
Table 4 is based on P and K, it decomposes the variations of 
the areas and because we had select the sum of squares, the 
contribution of each factor is measured by removing the 
effects of the other factors.    
 
       To detect the presence or absence of phosphorus or 
potassium, is necessary to know the age of the plant, measure 
the area of them and compare against the values in Table 4. 
The lower limits represent the minimum area that must have a 
leaf for to be considered within the range, and the upper limit 
is the maximum. The mean column is the average of the 
measurements of leaf area. If a crop is 30 days old, and its 
area is less than 3447.07 mm2, do not have enough phosphorus 
to develop, and to determines that this same leaf has necessary 
potassium, its area must be greater or equal to 4234.24 mm2 

 
     Phosphorus and potassium affect crop growth, but only if 
are completely absent, as shown in table 4. The proposed 
method is useful only to predict the absence or presence of 
phosphorus and potassium. 
  
     . 
 
 

 

 

TABLE 4. MEDIAS OF AREAS CALCULATED PER SQUARE MINIMUN IN EACH GROWTH STAGE 
Age Salts names Salts amount  Cases Mean Lower limit  Upper limit 

 

 
 
 
20 days 

 
Monopotassium 
phosphate 

0 9 2044.86 1746.4 2343.31 
0.27655 9 3272.3 2973.84 3570.76 
0.5531 9 3069.51 2771.05 3367.97 

 
Potassium 
nitrate 

0 9 2497.76 2199.3 2796.21 
0.24405 9 2911.46 2613.0 3209.91 
0.4881 9 2977.46 2679.0 3275.91 

 
 
 
30 days 

 
Monopotassium 
phosphate 

0 9 2507.3 2139.54 2875.06 
0.27655 9 3814.82 3447.07 4182.58 
0.5531 9 3764.93 3397.18 4132.69 

 
Potassium 
nitrate 

0 9 3059.14 2691.39 3426.9 
0.24405 9 3449.93 3082.18 3817.69 
0.4881 9 3577.98 3210.22 3945.73 

 
 
 
40 days 

 
Monopotassium 
phosphate 

0 9 2996.96 2672.25 3321.66 
0.27655 9 4558.94 4234.24 4883.65 
0.5531 9 4558.89 4234.18 4883.59 

 
Potassium 
nitrate 

0 9 3606.42 3281.72 3931.13 
0.24405 9 4143.31 3818.61 4468.02 
0.4881 9 4365.06 4040.35 4689.76 

 
 
 
50 days 

 
Monopotassium 
phosphate 

0 9 3418.48 3079.4 3757.56 
0.27655 9 5496.22 5157.14 5835.3 
0.5531 9 5495.81 5156.73 5834.89 

 
Potassium 
nitrate 

0 9 4318.16 3979.07 4657.24 
0.24405 9 4958.53 4619.45 5297.61 
0.4881 9 5133.82 4794.74 5472.9 
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CONCLUSIONS 

        The leaf size is affected by the three macronutrients, 
however, nitrogen do not significantly affect until the plant 
has reached maturity. Is understood that nitrogen has other 
functions such as development of chlorophyll. Phosphorus is 
the most important in the size of the leaves because it is the 
only that affects with a close relationship to 100%, 
potassium also has high correlations, but not more than 
phosphorus. 
 
      Applying the proposed method, is possible detect the 
deficit of phosphorus and potassium by analysis of leaf area. 
Furthermore, we demonstrated that leaf area is similar for 
two levels of content, this phenomenon occurs in all stages 
of growth, and for both macronutrients. 
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Abstract— Recent challenges in turbocompresor design 

include applications in subsea installations as well as remote 

operation in unmanned floating platforms. These applications 

benefit from oil-free operation which solves technical hurdles 

while being environmentally friendly. The most mature oil-free 

rotor support technology today is the magnetic bearing which is 

being used by several manufacturers as their standard solution to 

these advanced applications. These systems require auxiliary 

bearings to contain the rotor in case of a power failure to the 

magnetic bearings or a transient event. In general, there exists 

the need to develop commercial solutions for auxiliary bearings 

to extend its life, in particular regarding cumulative damage 

associated to drop events. 

This paper presents initial experiments in a configurable test 

rig that can accommodate different rotor sizes, up to 1200 mm in 

bearing span, and 711 mm diameter wheels. Initial experiments 

on bushings as auxiliary bearings are shown for a 5-impeller, 

57.8 kg, subcritical compressor rotor without drop events to 

study the baseline dynamic behavior of plain bushings (with 

inner clearance) on soft supports (o-rings). These experiments 

are presented to illustrate non-linear vibration regimes present 

during rotor-stator interaction with a highly unbalanced rotor. 

Results are promising and resemble similar phenomena than the 

reported in rotor drop tests although further testing is 

recommended.  

Keywords—auxiliary bearings; dry friction; rubbing 

I. INTRODUCTION 

Auxiliary bearings have to support the static and the high 
dynamic loads generated during an event of magnetic bearing 
levitation loss. Generally, auxiliary bearings are of the ball 
bearing type and they have a flexible support, which can 
absorb part of the impact, in order to reduce the dynamic force 
on the bearings. Another important challenge is to maintain the 
system integrity during this period; this is that the system can 
operate on the auxiliary bearing, or at least that these bearings 
allow to stop the rotor without damaging the system [1]. 

*2 Currently at ETU - Turbo i+D 

In a rotor drop event when the rotor is rotating at high 
speed, a series of impacts takes place on the auxiliary bearings. 
This state of operation can be destructive for the machinery if a 
chaotic dynamic response is developed. By design, the main 
element to suffer damage is the auxiliary bearing and its wear 
sleeve. Recently the oil industry has shown the need for 
auxiliary bearings that allows the operation even after a drop of 
the rotor. Furthermore, it’s desirable that the system could be 
capable of operating on the auxiliary bearings for long periods 
of time if the magnetic bearings fail to regain normal operation. 
This is true for remotely installed equipment that is of difficult 
access (for example in subsea applications). 

Currently there is theoretical and experimental research 
focused on rotor drop event [2, 3 among others]. However 
there is still the need for a better understanding on the auxiliary 
bearing fundamental behavior (without rotor drop). There is 
some research on rotor-stator rubbing phenomena; however it 
has been focused on non-support components (as interstage 
seals) [4-8] and never with a rotor mounted with clearance in 
its support elements.  

In the past De Santiago and Huerta [9] develops a 
parametric study on rotor drop events using an existent 
rotordynamic simulation tool for rotor-stator rubbing. The 
rubbing model consists of a stator with predefined friction 
coefficient in a flexible support (with predetermined stiffness 
and damping) mounted with clearance with the rotor. In order 
to validate the model used in [9] a plain bushing flexibly 
mounted is proposed. These initial tests also intends to be a 
starting point to model more complicated arrangements (such 
as rolling bearings with or without cage, etc.). 

Following the hypothesis that the main instability source is 
radial clearance and unbalance (not initial impact caused by 
rotor drop) this work experiments with a rotor mounted in dry 
bushings with radial clearance and an elastomeric damper (in a 
typical arrangement for auxiliary bearings). 
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II. TEST RIG DESCRIPTON 

Figure 1 shows the test rig assembly described in detail in 
[10], and which is intended to study advanced supports in 
turbomachinery at real scale. An electric motor drives an 
intermediate shaft through a multiplying belt and pulley 
arrangement (ratio of 1:2.63). The intermediate shaft connects 
to the main testing rotor through a gear-type coupling. The rig 
allows for different rotor configurations and bearing spans. The 
current experimental rotor is a 5-stage, 57 kg (without coupling 
and magnetic bearing sleeves) centrifugal compressor rotor 
with a balance drum. This is a rigid rotor well above maximum 
running speed (first free-free mode is at 15,700 cpm as 
predicted with a model calibrated by free-free impact tests 
[11]). 

 
Figure 1. Lateral view of advanced bearing test rig (mm). 

 

The rig motor can drive the test rotor up to 10,000 rpm. For 
the current experiments, intermediate shaft bearings limit the 
rig to a top speed of 9,000 rpm. The test rotor has wear-out 
bearing sleeves of 69.89 mm (2.75 in) in diameter.  

Figure 2 shows the rotor configuration and main 
dimensions. Prior to the experiments, the rotor is balanced in-
situ. It is important to note that the rotor does not have an axial 
constraint during the experiments other than the gear coupling, 
because the tests focus on the performance of the radial 
bearings. This is an important feature that highlights the need 
for considering system integration, as it is shown in [12] for 
gas bearings tests. 
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Figure 2. Test rotor configuration (dimensions in mm [in.]). 

 

An instrumentation system monitors and records rotor 
vibration and operating personnel registers bearing temperature 
manually. Main instrumentation consists of eddy-current 
probes for rotor displacement measurements in two planes, 
inboard of the bushings plus an axial vibration probe. 
Piezoelectric accelerometers measure main rotor and 
intermediate shaft pedestal acceleration as well as motor 
vibration in the horizontal direction. A 24-channel data 
acquisition system specialized for rotating machinery in 
parallel with an 8-channel generic DAQ system perform data 
acquisition, signal processing and storage for data post-
processing. 

III. DESCRIPTION OF EXPERIMENTS 

Previously [9] a rotor-stator rubbing model is employed for 
rotor drop modelling. Model consist of a stator (one piece 
without mobile parts) with a predefined friction coefficient and 
radial clearance mounted on a flexible support with predefined 
stiffness and damping that are speed independent. In order to 
provide valid experimental data for comparison with the 
model, the experiments use dry brass bushings mounted on a 
flexible support (o-ring damper) (test are developed without 
rotor drop) and with radial clearance. During test the rotor will 
rub without lubrication over the bushing causing damage, 
residues accumulation and heat generation, these results are 
expected in advance, although it is not desired, it cannot be 
avoided in the current test arrangement.  

Three individual tests are planned although premature 
bushing damage (damage was expected) prevents the test 
schedule to be completed. For the experiment, the rotor is 
accelerated with constant acceleration (the same for all tests) 
up to 5,400 rpm, it is maintained at full speed for 30 seconds at 
least and then is decelerated with a characteristic ramp for each 
test.  

High unbalance levels present in the rotor prevented a 
higher test speed for safety reasons although; results are 
valuable since unbalance constitute one of the main variables 
determining the rotor vibration regime. A high unbalance level 
will increase the normal force in the rotor-stator contact, in 
consequence it will increase friction force and this could lead 
to potentially destructive backward whirl. 

First test deceleration is achieved by turning off the motor 
and thus it corresponds to the deceleration rate characteristic of 
the system friction losses (namely a “natural” deceleration 
rate). Second deceleration rate was planned (seizure occurred 
before deceleration stage) to be faster than natural deceleration 
and the third deceleration slower than natural deceleration. 
Third test was planned to be slower than natural deceleration, 
although the second test failure prevented following the test 
schedule. 

Figure 3 shows speed vs time for first and second bushing 
tests. Acceleration ramp is identical for both tests, although 
during second test heat and residues accumulation caused a 
seizure (described later). 
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Figure 3. Speed vs time. 

 

A. First test with natural deceleration 

Figure 4 shows total vibration vs time for the complete 
first (natural deceleration) test during run-up. At 4,000 rpm 
(66.6 Hz) a series of jumps starts with a caothical behavior. It 
is worth to notice that jumps take place in both rotor ends and 
directions simultaneously. 

 

 
Figure 4. Vibration trend for overall vibration for the first test with 

natural deceleration (amplitude vs time) 
 

Figure 5 shows a coast down Bode Plot for overall rotor 
vibration during natural deceleration experiment. Coast down 
data is presented in order to disregard torque present during 
acceleration stage. A jump phenomena is present at 4,300 rpm 
(71.6 Hz) in vertical direction, this jump is similar to the one 
described in [10] for rolling bearings. Jump phenomena could 
be caused by dry friction present in the experiment that might 
potentially provoke a partial backward whirl or even a full 
backward whirl however it would appear at frequencies above 
current tests bandwidth. The most severe jump takes place in 
the coupling end causing an amplitude decrease from 0.312 
mm p-p (0.0123 in) to 0.139 mm p-p (0.055 in), corresponding 
to a 55% decrease in amplitude. Free end vertical jump is less 
severe causing an amplitude decrease from 0.365 mm p-p 
(0.014 in) to 0.231 mm p-p (0.0091 in), corresponding to a 
36% decrease in amplitude. In the horizontal direction a series 
of small jumps takes place during deceleration with the most 
severe jump at the same speed of the vertical jump. 
 
 

 
Figure 5. Bode plot for overall vibration during coast down for the 

first test with natural deceleration 
 

Figure 6 shows vibration amplitude vs time for the same 
samples as Figure 5. Figure 6 shows a sudden amplitude 
decrease at constant speed (close to 5,420 rpm) for all 
proximity probes. Also it shows a sudden vibration increase  
about 0.25 seconds after motor turning off. Vibration change 
after motor turn off could be caused by speed change or to 
motor torque suppression. The last abrupt vibration change 
takes place about 2.5 seconds after motor turning off with the 
rotor at 4,300 rpm (corresponding to the jump visible in Fig 
4). 
 

 
Figure 6. Vibration trend for overall vibration during coast down for 

the first test with natural deceleration (amplitude vs time). 
 

 
Figure 7 shows temperatures registered manually with an 

infrared thermometer, there is a greater temperature increase 
in the coupling end bearing influencing the seizure during the 
second test. 
 

 
Figure 7. Bushing temperature during first test. 
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B. Second test and bushing failure 

During the second test a seizure caused the rotor to stop 
abruptly and triggered the motor current protection. Figure 8 
shows a speed plot for the second bushing test. Bushing heat, 
rotor thermal expansion (caused by dry friction) and residues 
accumulation caused the rotor to stick rigidly with the bushing 
in the phenomenon known as seizure. Rotor deceleration from 
5,368 rpm to 0 rpm took place in 1.8 seconds. 
 

 
Figure 8: Bushing temperature during second test. 

 
Coast down was so abrupt that there is insufficient data for 

a Bode Plot, Figure 9 shows vibration measurements during 
rotor run up. The jump phenomenon is visible in both rotor 
ends and directions; the larger jump took place in rotor free 
end (0.325 mm, 0.0128 in). 
 

 
Figure 9. Bode plot for overall vibration during run up for the second 

bushing test. 
 

Figure 10 shows damage on the o-rings caused by the 
seizure. Braking torque during seizure is transmitted through 
bushing to the o-rings and auxiliary bearings housing. 

 

 
(a) 

 
(b) 

Figure 10. Damaged coupling end o-rings. 
 

Figure 11 shows coupling end bushing damage. Note that 
damage ocurred at both sides of the blue diagonal at about 45° 
from the vertical (in the direction of rotation). Figure 12 
shows a drawing with the direction of rotation and main 
contact angle. 

Vertical 

(superior)

Horizontal
Rotación

 
1  (a) 

Vertical 

(superior)

Horizontal

Rotación

 
2  (b) 

Figure 11. Bushing damage 
 

 
Figure 12. Main contact angle. 

 
Figure 13 shows temperature registered manually during 

bushing second test. Note that the second test started with 
bushing with a higher temperature than the first test with 
natural deceleration. Initial temperature and residues 
accumulation are the main causes for seizure. 

 

 
Figure 13. Bushing temperature during second test. 

 
 

IV. PRELIMINARY CONCLUSIONS 

Experiments show chaotical behavior and vibration 
amplitude jumps that have been observed during auxiliary 
bearings drop down tests. Lack of data impedes to characterize 
the orbit during jump with dry bushings although jump severity 
and its characteristic direction could be caused by impacts or 
by a partial backward whirl. Backward whirl is among the most 
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dangerous phenomenon possible during a rotor drop and if 
confirmed without rotor drop nor an external excitatory force 
could improve its prediction and thus prevent real systems to 
fall in dangerous design parameters. 

Results are promising although, in order to make a 
complete comparison with the model described in [9], more 
tests are recommended with an extensive instrumentation 
revision. Instrumentation should include at least capability of 
synchronous waveform, asynchronous waveform, speed 
reference, and automatic temperature acquisition. 
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Abstract— Temperature is an important indicator of the electrical 

equipment condition. We can make an accurate fault diagnosis by 

using the temperature profile of the electrical equipment surface. 

Infrared thermography (IRT) has gained more attention and become 

an interesting method in electrical fault diagnosis because of the 

advantages it provides. This paper is a review of the application of IRT 

for diagnosing faults in electrical equipment; furthermore we have 

included theoretical background, monitoring techniques, the fault 

classifications and fault diagnosis in electrical engineering fields. 

Keywords—Infrared thermography, Electrical equipment, Fault 

detection, Fault diagnosis.  

I. INTRODUCTION  

Due to increasing demands for efficiency and product quality 
and progressing integration of automatic control systems in 
high cost and safety critical processes, the field of monitoring, 
fault detection and fault diagnosis play an important role. 
The analysis to get fault diagnosis is a systematic process that 
determines the origin of the failure and uses this information to 
make the proper handling of electrical equipment. This process 
consist of four basics steps: monitoring, fault detection, fault 
diagnosis, fault management [1, 2]. This process is displayed 
on the figure I.1. 

 
Fig. I.1 Process of fault diagnosis [1].  

The equipment which is referred to as electrical equipment in 
this work consist of switches, circuit breakers, bus bar 
connections, cables, wires and fuses in the main switch and 
distribution boards of the buildings, transformers [3, 
4].Generally, faults of electrical systems show overheating of 
conductor contacts and connectors, loose connection and break-
down of insulation, etc. before they cause a catastrophic failure 
or serious damage [5].  

Temperature is an indicator of the condition of electrical 
equipment.  
There are two ways to measure the thermal condition of 
electrical equipment. The first is known as quantitative, which 
is to take the exact temperature of the equipments. The second 
type is qualitative, which takes the relative temperature values 
of a hotspot with respect to other parts of the equipment under 
similar conditions. Some applications do not require to obtain 
exact surface temperatures. It is sufficient to acquire thermal 
signatures, which are characteristic patterns of relative 
temperatures of the equipment. This method of qualitative 
visual inspection is expedient for collecting a large number of 
detailed data and conveying them into a way that can be easily 
interpreted [9]. 
The use of infrared thermography (IRT) in monitoring is to gain 
importance in many industrial fields. IRT is one of the popular 
non-destructive testing and condition monitoring tools which is 
generally used to investigate the invisible thermal abnormalities 
on the surface of the materials in various applications such as 
military, industrial, electrical, structure and medical fields [5 ,6 
,7 8]. 

A. Definitions 

The infrared (IR) radiation that typically falls between 
wavelengths of 2-15 µm that is between the visible and 
microwave parts of the electromagnetic spectrum. Near IR 
waves (0.7-25 µm) are close to visible light but with a 
wavelength that is longer than visible and shorter than 
microwaves and with a frequency that is lower than visible and 
higher than microwaves. Far IR waves (25-1000 µm) are closer 
to the microwave region. 
All objects radiate energy that is transported in the form of 
electromagnetic waves, which travel at speed of light. The 
amount of energy leaving a surface as radiant heat is 
proportional to its emissivity and the fourth power of its 
absolute temperature given by: 

 1                                                                        q 4n
T  

Where 2
q  is the hemispherical total emissive power (radiated 

energy per unit area, 2m
W ),   the Stefan-Boltzmann constant 

( K
m

W
2

-810  5.67051 ),  is the total hemispherical emissivity 

of the surface ( 10   ) and T is the surface absolute 
temperature (K). Any object with a temperature other than 
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absolute zero radiates within a range of wavelengths from 0 to 
∞. 
All objects with temperature above absolute zero emit 
electromagnetic radiation, which is known as infrared radiation 
or thermal radiation. Table 1 shows the emissivity of different 
materials that are used for electrical equipment [8]. 
 

Table 1 Emissivity of some materials 

Materials Temperature (K) Emissivity 

Aluminum (heavily weathered) 290 0.83–0.94 

Brass (polished) 301 0.03 

Copper (oxidized) 311 0.87 

Cast iron (heavy oxidation) 377 0.95 

Nickel (polished) 298 0.05 

Tempered iron (polished) 313–523 0.28 

 
An IR thermal camera is a device that makes an image of 
thermal patterns and is calibrated to measure the emissive 
power of surfaces in an area at various temperature ranges. 
They use a lens to focus the emitted IR radiation on to a detector 
and the electrical response signal is converted into visual 
display (digital picture) in which the different colors correspond 
to various temperature levels of the surface (target) on which it 
is focused. Available software can then be used to analyze the 
thermographic images and even quantify these differences [9]. 
Thermography is  non-contact type technique which provides a 
fast, reliable and accurate temperature profile of any material 
surface. Several standards for measurement of the temperature 
by using IR are found such as Electrical Testing Association 
(NETA) [10], National Fire Protection Association (NFPA) e 
NFPA 70-B [11] and International American Society for 
Testing & Materials (ASTM) [12], etc.  

II. MONITORING 

Monitoring is to measure variables to check with regard to 
tolerances, and alarms that are generated by the operator. After 
an alarm is triggered the operator then has to take the 
appropriate counteractions [1]. 
In recent years, many temperature monitoring techniques have 
been implemented. These techniques find their application 
based on the measurable temperature range, sensitivity and easy  
application [3].One of the main advantages of IRT based-
condition monitoring technique is that it requires minimal 
instrumentations. 
 
The essential requirements for measurement in electrical 
devices are an IR thermalcamera, a tripod or camera stand and 
a video output unit for displaying the acquired infrared thermal 
images, inspections can be done without shutting down the 
system operation [10, 13]. 

 
Fig. II.1 Schematic of a typical experimental for monitoring using 
thermography.  

To make an accurate measurement, it is necessary to consider 
some parameters that are the relative humidity, the reflected 
temperature, the distance between the object and the camera, 
the ambient temperature, the emissivity of the object. 
According to [14] the correct and incorrect parameters to make 
an accurate measurement are mention in table 2. 
  

Table 2 Parameter to consider for measurement 

 
a) Distance: distance from the thermo viewer and the 

object being examined also called target distance.  
b) Ambient temperature: The unit will not perform in 

terms of the ac-curacy and repeatability if used outside the 
stated oper-ating temperature range. 

c) Relative humidity: is defined as the ratio, expressed as 
a percent, of the amount of water vapor actually present in a 
sample of air to the greatest amount of water vapor possible at 
the same temperature [15]. 

 
Another measurement work mentions the parameters to 
consider which are the distance between the target electrical 
installations and IR thermal camera is between 0.5 m and 1.0 
m. The ambient temperature was between 30 and 33ºC during 
inspection [4]. 
One of the most relevant aspects is the camera for the 
measurements. Several parameters must be considered before 
choosing an IR thermal camera as the ability of producing a 
sharp and accurate thermal image which largely depends on 
these performance parameters. A few important parameters are 
mention below: spectral range, spatial resolution, temperature 
resolution. A detailed study of these performance parameters of 
thermal imaging systems are reported by Venkataraman and 
Raj [10]. 
Usually, applying infrared thermography technology, the 
electrical thermal defect and level of defect are identified by 
monitoring its Delta T (ΔT) criteria. The Delta T criteria of a 
component is defined as an increase in the temperature value 
above the temperature of a reference value, which is typically 
the ambient temperature, temperature of a similar component 

Parameters 

Humidity 

[%] 

Reflected 

temperature 

[ªC] 

Ambient 

temperature 

[ºC] 

Distance 

[m] 

Correct 
parameters 

50 
24.6 

24.6 0.5 

Incorrect 
parameters  

95 
34.6 

34.6 10.0 
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under the same condition or the maximum allowable 
temperature of the component [4]. 
 
Morever in recent years the development of intelligent 
diagnostic system using fuzzy logic, expert system and neural 
networks are potentially powerful, robust and adaptive 
mathematical model for pattern recognition and classification. 
The four input parameters of neuronal networks were used 
which are absolute maximum temperature, relative maximum 
temperature, mean temperature difference compared to the 
other regions of the image and histogram distance to other 
regions of the image [2, 4, 16]. 
Sometimes thermographers prefer to classify thermal condition 
based on their own inspection experiences instead of using the 
available standards. 

III. FAULT DETECTION  

The main purpose is to find out if there is an incipient fault 
appearing in the machine so that the alarm can be activated and 
further analysis can be exerted. 
There are two deferent methods for fault detection, named 
model-referenced method and feature extraction. The former 
detects faults by comparing the results of measurements with 
predictions of models that may be mathematical simulation 
models or artificial intelligence based. For most feature 
extraction methods, frequency and time-domain signal 
processing technologies will be used to obtain ‘signatures’ 
which can represent normal and faulty performance [2].  
The internal faults of the electrical equipment can be divided 
into loose connection or contact of internal conductors and poor 
insulation and other faults [11]. 
Corrosion, loose connection, damaged contacts, worn out 
wires, over loading or load imbalance are the major types of 
faults in electrical components that causes abnormal rise of 
temperature which can be easily monitored by IRT[10]. 

A. Defect in circuit breaker 

A circuit breaker (CB) always senses the heat produced by the 
current. If it finds the abnormality of heat, instantly opens the 
circuit automatically and protects the electrical equipment from 
damage. Thermographic inspection has the advantages to find 
the abnormalities by analyzing the surface temperature 
variation of circuit breaker and can prevent these abnormalities 
earlier [4]. 

B. Fuse connection 

Fuses are used to protect the system against overloading 
condition. Overloading condition in a system can increase the 
fuse connection heating and moreover, the fuse clips can be 
overheated due to the loose and dirty connections [4]. Overload 
condition usually shows a uniformed heat pattern that appears 
through the entire circuit. Total heat generated from the 
equipments depends on the load and the ambient operating 
temperature of the equipment [13]. 

C. Defect in contact 

Electrical connection switches, breakers and other reclosing 
devices operate with contacts. If these contacts become loose, 

oxidized, and dirty or anyhow increase in resistance, then the 
fault can be occurred in the contacts [4]. 

D. Insulation problem 

Insulation failure can cause short circuit current between two 
conductors. Overcurrent generates overheating and allows the 
circuit breaker or fuse to open. Poor insulation can also cause 
overheating [4]. 

E. Utility connection box break elbows 

In residential areas, many underground connection and 
switching locations are in utility box enclosures. Normally, 
break elbows provide a point of disconnection and if these 
break elbow connections are not installed properly or 
connection resistance increases, then faults can occur [4]. 

F. Surge arrestors problem 

Problems with surge protection and lightning arrestors leaking 
to ground and current tracking over insulators can also be 
detected using thermography. However, such problems require 
the capture of subtle temperature differences which are often 
too difficult to be monitored [4].  
 
On Jadin et al 2014 [4] they had evaluated the usage of radial 
basis kernel function (RBF), support vector machine (SVM) 
and multilayer perceptron neural network classifiers. Using a 
wrapper model approach for feature selection, the classification 
performances for various input features are examined after 
finding the optimal configuration and parameters of the 
classifiers. From the experimental result, the most suitable input 
features are the combination of maximum temperature, average 
region’s temperature and temperature difference between the 
target and reference region. However, choosing the type of 
classifier between SVM and MLP neural network has no 
significant effect upon the classification accuracy. 
To develop a robust and reliable system, a new Recursively 
Constructed Fuzzy System (RCFS) is introduced in this study 
to classify the conditions of hotspots in components. The 
proposed system employs Automatic Feature Extraction (AFE) 
and a novel intelligent classification system. 
The gray scale images of infrared thermal images of 
components are segmented by using a manual thresholding 
technique [17]. 

IV. FAULT DIAGNOSIS 

The task of fault diagnosis consists in determining the type, size 
and location of the possible fault, as well as its time of detection 
[1]. 
Manual and Automatic Feature Extraction (AFE) methods are 
currently employed for the intelligent classification of the 
thermal conditions of electrical equipment on the basis of 
thermography. Almeida et al. 2009 [15] proposed an intelligent 
fault diagnosis system based on thermography for lighting 
arrestors by using 2 types of variables as inputs of a neuro-fuzzy 
network. 
Several articles about the application of artificial neural 
networks (ANN) for electrical fault diagnosis system using 
infrared thermography have been proposed in the past few 
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years. In these articles, different features were used as inputs of 
ANN. Almeida et al used a neuro-fuzzy approach for fault 
diagnosis of lighting arrester while the inputs of the ANN were 
thermographic and identification variables. 
 

V. CONCLUSIONS 

Infrared thermography has become a very useful tool for 
temperature monitoring of objects or processes in a non-
invasive way. This technique is helping to diagnosis faults in 
electrical equipment. It provides pertinent information about 
the state of the equipment. In order to obtain better results on 
the faults diagnosis is necessary to make an accurate 
measurement this is the base of the diagnosis process. Once we 
get to the diagnostic then we can make the fault management. 
For future works, the diagnosis based on IR  thermography is a 
practical and useful tool in industrys fields. So it is 
recommended for further information to explore this topic in 
depth. 
This review would also help understand the thermography 
technique and start to use it for various condition monitoring 
applications, detecting faults. 
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Abstract— In order to meet the demands of increased energy 

efficiency, thermal insulation of housing plays an important role. 

The thermal behavior of a housing is related with the 

thermophysical properties of building materials and are sensitive 

to thermal effects that largely define temperature ranges within 

the housing, so it is important to involve variations in 

temperature to thereby establish the thermal conditions of the 

interior spaces for thermal comfort conditions. In this paper the 

behavior of the thermal insulation of a house is studied by means 

of a proposed design procedure of structured envelopes of 

housing which permit the identification of appropriate building 

materials that ensure thermal comfort within the housing. Based 

on experimental prototype dwelling where temperatures were 

recorded in environments both external and within housing, 

validation of a volumetric thermal transient model was 

performed through the program ANSYS modeling. For this 

purpose were designed programming codes in APDL language 

inside Ansys environment, creating friendly interacting windows 

to register data record of weather conditions as well types of 

component materials of the house. Geometric conditions, 

materials of housing envelopes as well external temperatures 

were simulated. Of great interest was the simulation of different 

arrangements of thermal insulation materials registering their 

behavior and influence on energy efficiency and comfort inside 

housing. 

Keywords— computer modeling; envelope design; thermal 

analysis; finite element method; thermal comfort 

I. INTRODUCTION 

The growing concern for energetic efficiency of housing in 
Mexico, has prompted the development of several Mexican 
official standards for energy as the NOM-ENER [1]. 
Normalization for energetic efficiency in buildings represents 
an effort to improve the thermal design of these, and achieve 
comfort of its inhabitants with lower energy consumption [2]. 

Currently over 90% of the energy consumed in Mexico, 
originated in burning fuel that produces large amounts of CO2. 
Therefore, the energy can be saved in homes and buildings, 

this help us to reduce energy demand and emissions of air 
pollutants [3]. A proper thermal insulation of houses 
contributes to reduced energy demand for heating and cooling, 
reducing environmental impact and generates a better quality 
of life of the population. Thermal isolation increases the life of 
the building and represents a gain as the quality and equity of 
the construction is appreciated. 

The NOM-020-ENER-2011 standard, defines the envelope 
of a home, as the set of elements that limit or make your 
interior space, such as roofs, walls, doors, floors and lower 
surfaces. While the term "structured element" refers to the 
combination of various materials to form an array that presents 
constructive solutions of thermal insulation and may form part 
or all of the elements of the envelope [4]. 

The architectural designs, construction techniques, 
materials currently used, referring to housing low-and middle-
income leading to increasingly smaller spaces, inferior 
materials, producing negative circumstances in the inhabitants 
of the houses. For this reason, the interest of the parameter 
identification, and materials that improve the energetic 
efficiency of housing. 

The housing construction techniques, materials used, an 
appropriate architectural design that considers an efficient 
orientation, and others, are aspects that influence the comfort 
of a home. The NOM-020-ENER (Energy Efficiency in 
buildings) establishes general criteria for assessing the overall 
thermal efficiency of a home, based on an energy budget. This 
determines heat gains, which is not a parameter that allows a 
comprehensive solution that includes all locations in the 
Mexican republic and the different designations of each in any 
season, whereas in other countries if it is considered. 

This paper considers the application of thermal analysis 
procedures for different types of materials used on a daily basis 
in construction in Queretaro. These are applicable in medium 
and popular housing, while reviewing viable, affordable 
options for use and applicability, due to some architectural 

Research Project FOFI-UAQ; Fund: 1299; Nue: 4131; Program: 20501155 
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solutions increase the cost of housing and its use is often 
restricted to this type of houses. 

The procedure involves a volumetric thermal analysis, 
which identifies the temperature distribution inside the house. 
It is useful information to calculate the heat gain into it and 
interpret their behavior. This analysis was performed using 
finite element equations for determining the volumetric 
temperature distribution inside the house, where the basic 
unknown in heat transfer is the temperature [5]. Within these 
equations takes into account the thermal diffusivity constants 
involving thermal conductivity, density and specific heat of the 
elements of the enveloping house. 

The use of thermal insulation is one of the most effective 
ways of energy conservation in construction. Therefore, the 
selection of a suitable insulation material and determination of 
optimal insulation thickness are particularly crucial [6].  

Standards on energy in housing propose using average 
temperatures of the town for summer time, without specifying 
criteria for cold weather of winter and particularly in the 
Queretaro region, where some locations exceed 10 °C, so the 
heat loss in homes at this time is critical and the use of heating 
is inevitable for comfort inside the house. 

In Mexico the thermal conditioning of buildings greatly 
affects the electrical system peak demand, being greater impact 
in the northern and coastal areas of the country where it is 
more common to use cooling equipment instead of heating. In 
this sense there are rules to optimize the design from the 
standpoint of the thermal behavior of the envelope, among 
other benefits obtained as the energy saving and the decrease 
of the capacity of cooling equipment. 

The Mexican NMX-C-460-ONNCCE-2009 incorporates 
information that helps reduce energy use in homes by way of 
conditioning. It provides for the different climatic zones of the 
country and the immediate purpose of insulation, the features 
to be met by building elements constituting the shell of the 
building: roof, walls and floor, by determining the values of the 
total thermal resistance ("R" value). So, establishes minimum 
values, to save energy and achieve habitability. These values 
associated thermal properties of the component materials of the 
envelopes. This research focuses on the study of the city of 
Queretaro, which is located in the thermal zone 3A [7]. 

In particular, the norm establishes, a minimum values of 
total thermal resistance of an element of the envelope: for 
walls, R=1.0 m2K/W, while roofing R=1.40 m2K/W. 

II. THERMAL PHENOMENOLOGY 

Thermal analysis involves the effects of conduction, 
convection and radiation.  

A. Conduction 

The rate of heat conduction or flow Qcond by a layer of 
constant thickness ∆x is proportional to the temperature 
difference ∆T in the layer and the normal area A to the 
direction of heat transfer, while it is inversely proportional to 
the thickness of the layer. Therefore, 

Qcond = λ A (∆∆x)                            (1) 

where the constant of proportionality λ is the thermal 
conductivity of the material passing through the flow of heat 
and which is a measure of the material's ability to conduct heat, 
its units are W/m°C according to International System of Units. 
Materials having low thermal conductivity are called insulating 
[8]. 

B. Convection 

The rate of heat transfer by convection is determined from 
Newton's law of cooling, expressed as: 

Qconv = h A (Ts – Tf)                                (2) 

where h is the local heat transfer coefficient by convection or 
thermal convection coefficient (film coefficient), A is the 
surface area in which heat transfer takes place, Ts the 
temperature of the surface and Tf is the temperature of fluid 
away from the surface. (On the surface, the fluid temperature 
is equal to the surface solid temperature). 

The heat transfer coefficient by convection h, is 
experimentally determined parameter whose value depends on 
all variables that affect the convection, as the geometry of the 
surface, the nature of the fluid motion, fluid properties and 
volumetric fluid velocity. Representative values of h, in 
W/m2°C, are in the range of between 5 and 25 for the free 
convection in air [9]. However, Szokolay [10] proposes to 
assess convection coefficients of houses according to the 
outside air velocity, as follows: 

he = 5.8 + 4.1v      ;      hi = he /3                     (3) 

where he is the coefficient of convection outside, hi is the 
internal convection coefficient and v is the air velocity. 

C. Radiation 

Radiation for this work focuses on the energy emitted by 
the sun in the form of electromagnetic waves (or photons) and 
is received in significant gains heat by different elements 
enclosures houses. This type of heat transfer is the fastest and 
is a phenomenon that affects more to the transparent parts 
(windows, domes, etc.) of housing. 

D. Thermal resistance and overall heat transfer coefficient 

The Mexican Standard NOM-020-ENER-2011 proposes to 
calculate the total thermal resistance of a wall or ceiling with 
homogeneous layers, using the simplified method, which is the 
sum of the partial thermal resistances of each layer, such as: 

RT = (1/hi) + (1/he) + (L1 / λ1) + (L2 / λ2) +…+ (Ln / λn)       (4) 

where RT is the total thermal resistance (insulation) of a 
portion of the envelope of the housing, surface to surface, in 
m2°C/W; hi is the inner surface conductance (film coefficient) 
in W/m2°C, according to standard wallboard its value is 8.1; he 
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is the outer surface conductance value as the standard is 13 
W/m2°C; n is the number of layers forming the envelope 
portion; L is the thickness of each of the materials making up 
the portion of the envelope, in m. and λ is the thermal 
conductivity of each of the materials making up the portion of 
the envelope of the housing, in W/m°C [4]. 

Therefore, to determine the overall heat transfer coefficient 
is necessary to know the thicknesses and thermal conductivities 
of each of the materials forming the envelope portion (heat 
transfer coefficient) is computed using the following equation: 

K = 1 / RT                                       (5) 

where K is the heat flux passing through 1 m2 of a portion of 
the envelope with thickness of 1 m. for one hour between the 
two faces when there is a difference of  1 °C, its units are 
W/m2C [7]. 

E. Thermal retardation and thermal comfort threshold 

Thermal delay (δ), sometimes called lag, refers to the time 
it takes to move the heat (the temperature outside to inside) 
through an element of the envelope (wall or ceiling). In other 
words, is the time elapsed between the time when the 
maximum temperatures appear in each of the surfaces (interior 
and exterior) of the element. The greater the thickness and 
thermal capacity, and lower the conductivity, the longer require 
the heat energy to get through it. Furthermore the larger the 
offset value, the better the thermal behavior of the envelope. 
Furthermore, the thermal buffer, measures the reduction of 
cyclic temperature of a surface (typically the inside) with 
respect to the cyclical temperature of the opposite surface.  

In Fig. 1 it can display this phenomenon by two curves 
representing the temperature oscillation daily on each surface 
[11]. Another important concept is the thermal comfort 
threshold, which are temperatures between 21°C (70°F) and 
26°C (79°F) and humidity of between 30 and 60 percent, in 
which the human body is in harmony and balance with the 
environment, and take comfort in the home, requiring less use 
of heating and air conditioning, with the consequent economic 
savings [12]. 

Since the model of volumetric character study, finite 
element used is a SOLID70 under the ANSYS nomenclature, is 
a proper solid to study 3-D transient thermal problems, and 
offers 8 appropriate nodes for potential problems. It has the 
characteristic to degrade solids to 4-node triangular pyramid 
type which makes it possible for meshing complex geometry. 
The data required for its implementation are the thermal 
properties of the materials in each envelope of houses, so it is 
necessary to construct the model based on the different 
materials used in house, or if you can insert the mass transport 
velocities [13]. 

 

Fig. 1. Graphical representation of the heat flow amplitude, the amplitude of 
the external temperature and the offset or delay δ (hours) [11]. 

The general equation governing the thermal behavior of 3-
D transient phenomenon in terms of the discrete model used is 
as follows: 

ρ  ʃ c [N ] [N ] 
T dv {Ṫ } +  ρ  ʃ c [N ]{V }T [B] dv {T } + 

  ʃ  [B ] 
T [D] [B] dv {T } =  ʃ [N ] q* d ᴦ1 + ʃ {TB} hf  [N ] d ᴦ2  – 

  ʃ  hf [N ] [N ] 
T

 {Te} d ᴦ2  +  ʃ q’ [N ] dv + {T }n                      (6) 

where ρ the density of the corresponding material, variable for 
each envelope, c the specific heat, [N] the matrix of shape 
functions of the finite element [B] the matrix of derivatives of 
shape functions, {V} the velocity vector, {T} temperature 
vector, hf the convection coefficient, {TB} and {Te} 
temperatures corresponding to the heading of convection, q* y 
q’ associating the type of heat flow and finally {T}n refers to 
temperatures nodal. 

The general model presented here is reduced to considering 
zero, the advective term, also does not consider heat generation 
by a source inside the housing. Thus, the resulting model is 
analogous to the case of potential phenomenology, as suction 
in unsaturated soils. For the assessment of the convection 
coefficient as already mentioned, is part of the equation 
proposed by which Szokolay to assume a low speed in the 
vicinity of the walls. Environmental temperature measured in 
situ is the other parameter required in this process. 
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III. METHODOLOGY 

It describes the procedure for each of the two phases both 
theoretical and experimental development comprising the 
thermal study described of housing. 

In addition to the indicated phases, the validation of the 
obtained results (experimental against analytical) is very 
important. Likewise, treatment established to review options 
for thermal insulation such as the introduction of insulating 
materials in walls that improve energy response. 

A. Theoretical Phase 

The theoretical phase (Fig. 2) requires the material data and 
the geometry of the housing including dividing walls and 
various areas thereof, so that the availability of an actual 
context of the housing itself. The process described below, 
begins with data entry by mean of windows created in order to 
propose a user-friendly tool, plus requested external 
temperatures at which the housing is subject. 

B. Experimental Phase 

This phase as shown on Fig. 3, consists on register the 
temperature measurements at different points of the house to 
evaluate the numerical experimental phase and to introduce the 
general boundary data for the thermal analysis of housing 
under a transient thermal model. 

In Fig. 4 the sensors used to measure temperature inside 
and outside the home are shown. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Analytical phase of thermal study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Experimental phase of the study. 

 

 

 

  
 

Fig. 4. Data Logger Watchdog 1000 Series and external temperature sensor 
for experimental measurements. 

C. Layers compound of the envelopes. 

The concrete slab foundation of housing was analyzed with 
the materials shown in Fig. 5. 

The exterior walls of the house, were studied according to 
the materials shown in Fig. 6. 

 

 
 

Fig. 5. Slab foundation of analyzed housing. 
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In turn the inner walls were analyzed as shown in Fig. 7. 

In Fig. 8, the thicknesses and materials that were 
considered for the structured element of roof slab of the 
computational model is shown.  
 

 
 

Fig. 6. Exterior walls of housing. 

 

 
 

Fig. 7. Inner walls of housing. 

 

 
 

Fig. 8. Solid roof slab. 

Were considered the wooden doors, with a thickness of 
4_cm, in normal glass windows 3 mm thick were used, 
although if required can be easily modified in an interactive 
change. 

The computational model developed displays windows to 
assign the value of the different variables involved in the 
analysis. As an example a window that displays the program 
during analyzes. The first window corresponds to the 
geometric characteristics (Fig. 9), there external actions of the 
house study as well as the dimensions of the shell structured 
elements are indicated. 

In other display window (Fig. 10), layers and materials 
constituting the housing envelope are inserted. 

 

 
 

Fig. 9. Window overall geometry of the house and its envelopes. 

 

 
 

Fig. 10.  Window of materials for the outer wall. 
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For the approach of the transient problem we proceeded to 
record experimental data for 5 months (from January 13 to 
June 12, 2014), identifying the temperatures both the exterior 
and the interior, at various points in the housing as shown in 
Fig. 11. 

Fig. 12 shows the volumetric structure of the house of 
study. Has removed the ceiling to view it, its different spaces 
generated inside are observed. 

Fig. 13 shows the temperature measurements recorded from 
the external environment by the sensor Sun "Text sun" during a 
representative hot season (April 11 to May 10, 2014), these 
data were entered into the tabular temperature program at 
intervals of 3 hours for a total of 240 data and was allocated to 
program a maximum analysis time 720 hours (30 days). 

 
 

 
 

Fig. 11.  Location of the sensors inside and outside the home. 

 
 

 
 

Fig. 12.  3D Interior model of housing in study. 

Considering the initial conditions for the model, it was 
assumed an internal temperature of 25 °C, the external wind 
speed was considered quiet with a speed of 2 m/s (7.2 km/h), 
the ratio of Szokolay for this wind speed, the convection 
coefficient assigned to the outer areas of the model was 
14.0_W/m2K, while the inner convection coefficient was 
4.66_W/m2K. 

IV. RESULTS 

Fig. 14 shows one of the results of the computational model 
that relates the temperatures in section 1-1 'shown in Fig. 12. In 
this case a temperatures ranges between 21 °C and 28 °C. The 
effect of convection by the lower boundary temperature tends 
to increase in that area. Importantly display capabilities of 
different outcomes, but especially here focuses on basic form 
to show the temperatures measured.  

The volumetric thermal solution is sometimes difficult to 
appreciate the different layers or blocks of discrete model, 
because the interior volume has also been discretized with 
volumetric finite element thermal associating their particular 
properties. 

 
 

 
 

Fig. 13.  Temperature behavior over time, "Outdoor sun temperature sensor". 
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Fig. 14.  Volumetric thermal behavior on housing in study accordance with 
the 1-1 'section. 

V. COMPUTATIONAL MODEL VALIDATION 

To validate the computational model, the curve of 
temperature recorded with the "Tint wall 1m sensor" inside of 
housing was compared with that obtained by the program on 
the node where this temperature sensor was placed. 

Fig. 15 shows in red the temperature curve recorded by the 
"Tint wall 1m sensor" and in blue curve simulation by 
ANSYS presented as a solution. 

For comparison of the results, it was found that the model 
was properly calibrated and reliable for the use of other 
materials in the enveloping housing, because maximum 
temperature difference 0.8 ° C between the curves presented. 
According to statistical analysis a percentage of 94.3% of 
accuracy of calculated in the program against experimentally 
measured was obtained. 

It was also noted in this figure that the beginning of the 
convergence process of the program was around the time 48 
hours (2 days). 

VI. INFLUENCE OF THERMAL INSULATION MATERIALS.         
CASE: EXPANDED POLYSTYRENE. 

At this stage, the influence of expanded polystyrene (EPS) 
is revised as thermal insulation material in the envelope of the 

house, studying the thermal behavior within the housing study. 
This study is under a computational context. 

It proceeded to consider the exterior walls a layer of EPS. 
Firstly determining a thickness of 1" was sufficient to meet the 
requirements of thermal insulation according to the NMX-C-
460-ONNCCE regulations. 

In the simulation its influence was observed into the house 
at the same point in the first analysis. This allowed faithfully 
establish a comparative aspect. Fig. 16 shows the envelope 
materials of the wall. The inclusion of polystyrene was applied 
to the envelope of the outer wall and the value of thermal 
resistance "R" under rule which proved to 1.247_m2K/W so 
that the thickness of 1 inch was appropriate because it is 
greater than 1.0 m2K/W as set out in the NMX-C-460-
ONNCCE standard. 

Fig. 17 shows the relationship between the density of the 
EPS versus thermal conductivity. With the intrusion of EPS of 
1 inch, in the wall components, housing showed better thermal 
behavior: the wave amplitude was reduced from 144 to 360 
hours, generating comfort temperatures inside of house. 
Furthermore, a gap of four hours with respect to the maximum 
temperature inside (Tint wall 1m) of the actual housing without 
EPS, a thermal delay for 8 hours, from the heat temperature to 
the outside (Text sun).  
 

 
 

Fig. 16.  External wall with expanded polystyrene used on modeling.

 
 

 
 

Fig.  15.  Graph of validation of computational model. 
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Fig. 17.  Thermal conductivity versus. Bulk density of expanded polystyrene 
[14]. 

Fig. 18 shows the comparison of the results of the 
temperatures inside the "Tint wall 1m sensor" with those 
obtained by the computational model in exterior walls using 
expanded polystyrene (EPS). Also was done with glass wool 
(GW). The dotted lines correspond to the threshold of thermal 
comfort inside of housing. 

It should be noted that the study raises at all times that the 
behavior inside the housing is defined by the materials, 
internal structure of component, etc. as well as outside 
temperatures. Therefore, experimentally registered 
temperatures have served only to confirm and validate the 
computational model. Hence the importance of monitoring 
proposed as enough just to set the external environmental 
conditions of housing. 

VII. CONCLUSIONS 

According to the analysis of element designs structured 
insulation materials using EPS, it was observed that the 
material properties lessen the impact of environmental 
conditions are within a home. This is demonstrated through 
computational modeling, and that changing the properties of 

the walls of the housing type, for thermal insulation solutions, 
an increase in time was obtained for the material stop passing 
the heat inside, i.e., a greater thermal lag was taken, which 
showed curves of phase temperatures and different amplitudes 
ridges, resulting into more stable temperatures.  

Using EPS on the outer walls of the model, there was a 
decrease of heat within 1.2 °C, this in most of the days of the 
month analyzed, compared to the walls without EPS.  

The use of EPS produced a thermal delay in the phase heat 
wave 8 hours, that with respect to the maximum temperature 
of the various days of the studied month (April 11 to May 10) 
by the temperature sensor (Tint wall 1m) into the actual 
housing. 

It was found that the EPS has a better thermal behavior of 
some other insulation materials such as glass wool (GW) 
having a lower thermal conductivity on the latter. 

Additionally, the thermal resistance proved to be a useful 
tool to compare different insulation materials with different 
thickness and different thermal conductivity parameter 
because the higher the value of thermal resistance "R value" is 
best behavior as thermal insulation, offering more resistance 
without letting the heat into the house through the envelopes 
as walls or ceilings, keeping it with adequate comfort (above 
21 °C and below 26 °C), especially in critical times of the 
year. 

On the other hand, the transient and spatial modeling in 
ANSYS, was used successfully to simulate the thermal 
behavior of experimental prototype proposed in this 
methodology, allowing know the different temperature 
distributions within the house and observe those critical 
comfort points in the interior. 

Finally, computational modeling has the advantage of 
being able to study the thermal behavior of a house in a 
versatile way, since you can vary the properties of the 
materials, dimensions and thermal characteristics thereof. This 
is difficult to perform in a full-scale prototype, and would be 
required to build as many as variants want to analyze.  

 
 

 
 

 

Fig. 18.  Comparative temperature values inside the house using thermal insulation materials.
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The aim of the study was the development of a 
computational tool based on the program developed in APDL 
language that allows a friendly way (not discussed here in 
detail) to solve a major problem that affects thermal comfort a 
home. It is true that the use of additional materials such as 
polystyrene or various fibers affect better thermal insulation of 
housing in general, however, this tool allows the study of 
different materials in a fast and simple way.  

It should not be forgotten that the thermal conductivities of 
the envelopes have been built here, based on a model of one-
dimensional conductivity, however, its influence on the 
volume set and the final behavior is the problem raised here, 
i.e., not regard the wall or roof element in isolation. 
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Abstract—Unmanned aerial systems (UAS) provide an 

invaluable tool for academic and scientific research. Drone 

devices are even capable of flight autonomously trough a 

specified route. Most of the UAS systems have an image 

acquisition device which allows them to record areas of interest 
during its flights and give the user a new point of view from the 

heights of some phenomenon in particular. RGB space color is 

the scheme most popular in transmission, representation and 

storage of images, but the high number of possible combination 
of colors (16,777,216) make it not adequate to identify dominant 

colors in certain regions of interest. HSV color space offers a 

simplified way to aboard this problem in which color is mainly 

modified by just one single channel, specifically the hue channel 
(H), which range is from 0 to 360 degrees. In this paper, a 

methodology that uses aerial images from the Universidad 

Autonoma de Queretaro campus San Juan del Rio acquired 

using a UAS drone device to automatically detect trees and 
shrubs is presented and tested. This methodology uses 

transformations of color space to detect the range of hue in which 

trees and shrubs are in images, and use this information as 

discriminant to make the automatic detection. 

Keywords—UAS; image processing; trees detection; shrubs 

detection; color spaces 

I. INTRODUCTION 

UAS (Unmanned Aerial Systems) have become very 
popular in part because some of them are now accessible to the 
people mostly as hobby devices. However, there is still a thick 
line between those used for fun and those used in research, 
commercial and military applications [1]. The drone concept, 
indiscriminate applied to all devices that have multiple rotors, 
is a term only reserved for those UAS devices that can 
accomplish an autonomous flight. UAS systems have been 
used in a wide range of applications since military [2], to civil 
[3] and electromechanical engineering [4], architecture [5], and 
even in emergency situations [6], because the most of the time 
they incorporate high quality images acquisition devices which 
allow to make advanced analysis. This allows to apply image 
processing techniques to do, for example, segmentation of 
areas or regions of interest remotely [7]. In this paper, a 
methodology that uses aerial images from the Universidad 
Autonoma de Queretaro (UAQ) campus San Juan del Rio 
(SJR) acquired using a UAS drone device to automatically 

detect trees and shrubs is presented and tested. This automatic 
detection is first realized identifying the main range hue value 
of the regions of interest using color transformations from 
RGB to HSV spaces [8]. Then the color of those pixels whose 
hue values are inside the interest range is changed and then 
transformed again to RGB color space to show the results. 

II. BASIC CONCEPTS 

A. UAS 

The term UAS (Unmanned Aerial System) defined by the 
U.S.'s Federal Aviation Administration covers a wide array of 
aircraft, from drones to average hobby radio-controlled 
airplanes [9]. A multicopter uses multiple propellers (rather 
than a single rotor blade such as on a traditional helicopter) to 
provide lift. Also, there is no tail rotor (used to provide yaw 
control and counter the torque put out by driving the main 
rotor on a helicopter). Multicopters come in many 
configurations. There are bi copters (two rotors), tri copters, 
quadrocopters, and so on. The Fig. 1 shows an example of a 
quadrocopter as well as two configurations of hexacopters (six 
rotors). Most multicopters are piloted in the line of sight 
(LOS), just as any radio-controlled airplane. This variety is not 
considered a drone. Technically, a drone both flies outside 
LOS and has the capability of autonomous flight (autopilot). 
 

Fig. 1. Example of UAS multicopters. 
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B. Digital image 

A digital image I (Fig. 2) is a two-dimensional function of 
integer coordinates NxN that maps to a range of possible image 
(pixel) values P, Ec. 1. 

 I (u,v) ϵ P and u,v ϵ N 

Fig. 2. Digital image. (The size of an image is determined directly from the 

width M (number of columns) and the height N (number of rows) of the image 

I. In digital images processing, it is common to use a coordinate system where 

the origin (u=0, v=0) lies in the upper left corner.) 

 

C. RGB color space 

This is the color scheme most widely used in transmission, 
representation and storage of color images on both analog 
devices such as television sets and digital devices as computers 
and digital cameras [10]. The RGB space color encodes colors 
as combinations of the primary colors red (R), green (G) and 
blue (B). RGB is an additive color system and can be 
visualized as a three-dimensional unit cube in which the three 
primary colors form the coordinate axis (Fig. 3). The RGB 
values are positive and lie in the range [0,Cmax]; for most 
digital images, Cmax=255. Every possible color Ci corresponds 
to a point within RGB color cube of the form shown in Ec. (2). 

 Ci = (Ri, Gi, Bi) 

Where 0 ≤ Ri, Gi, Bi ≤ Cmax. RGB values are often 
normalized to the interval [0,1] so that the resulting color space 
forms a unit cube. The point S = (0,0,0) corresponds to the 
color black, W = (1,1,1) corresponds to the color white, and the 
points lying on the diagonal between S and W, are shades of 
gray created from equal color components R = G = B. 

 

D. HSV color space  

In the HSV color space, colors are specified by the 
components hue, saturation, and value. The HSV color space is 
traditionally shown as an upside-down (Fig. 4), six-sided 
pyramid, where the vertical axis represents the V (brightness) 
value, the horizontal distance from the axis the S (saturation) 
value, and the angle the H (hue) value. The black points at the 

tip of the pyramid and the white point lies in the center of the 
base. The three primary colors red, green and blue and the 
pairwise mixed colors yellow, cyan and magenta are the corner 
points of the base. Even this system is often portrayed in this 
intuitive graphical way, mathematically HSV space represent, 
actually, a cylinder [10], Fig 5. 

 

Fig. 3. Representation of the RGB color space as three-dimensional unit 
cube. (The primary colors red (R), green (G), and blue (B), form the 

coordinate system. The “pure” red color (R), green (G), blue (B), cyan (C) 
magenta (M) and yellow (Y) lie on the vertices of the color cube.) 

Fig. 4. HSV traditional representation. (The brightness V (or L) is 

represented by the vertical dimension, the color saturation S by the radius 

from the pyramid’s axis, and the hue H by the angle.) 

 

E. RGB to HSV 

To convert from RGB to HSV color space we first need to 
find the saturation of the RGB color components R, G, B ϵ 
[0,Cmax], with Cmax being the maximum component value 
(typically 255), as 

 SHSV = Crng / Chigh, for Chigh >0 

                                   SHSV = 0, otherwise 

and then the luminance (value) 
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 VHSV=Chigh / Cmax 

with Chigh, Clow, and Crng defined as 

Chigh = max(R,G,B) 

                                     Clow = min(R,G,B)  (5) 

Crng = Chigh - Clow

Finally we need to specify the hue value HHSV. When all 
three RGB color components have the same value (R = G = 
B), then that pixel is achromatic. In this particular case hue 
value is not defined. To compute HHSV when Crng, it is 
necessary first to normalize each component using 

R’=(Chigh - R) / Crng 

                                   G’=(Chigh - G) / Crng (6) 

B’=(Chigh - B) / Crng 

Then, depending on which of the three original color 
component had the maximal value, is possible to compute a 
preliminary hue H’ as 

 H’ = B’ – G’ if R=Chigh 

                             H’ = R’ – B’ + 2 if G=Chigh (7) 

H’ = G’ – R’ + 4 if B=Chigh

Since the resulting value for H’ lies on the interval [-1 … 
5], is possible to obtain the final hue value by normalizing to 
the interval [0,1] as 

HHSV = 1 / 6 * (H’ + 6) for H’ < 0 

 HHSV =1 / 6 * H’ otherwise 

The three components will lie within interval [0,1]. The 
hue value HHSV can be computed in another angle interval, for 
example in the 0° to 360° interval using 

 H°HSV = HHSV * 360 

F. HSV to RGB 

To convert an HSV tuple (HHSV, SHSV, VHSV), where HHSV, 
SHSV and VHSV ϵ [0,1], into corresponding (R,G,B) color values, 
the appropriate color sector  

 H’ = (6 * HHSV) % 6 

(0 ≤ H’ < 6) is determinated first, follow by computing the 
intermediate values  

c1 =  H’ 

 c2 = H’ – c1 

 x = (1 – SHSV) * v (11) 

 y = (1 – (SHSV * c2)) * VHSV

 z = (1 – (SHSV * (1 - c2))) * VHSV

Depending on the value of c1, the normalized RGB values 
R’, G’, B’ ϵ [0,1] are then computed from v=VHSV, x, y, and z as 
follows 

(R’, G’, B’) = (v, z, x) if c1 = 0 

(R’, G’, B’) = (y, v, x) if c1 = 1 

 (R’, G’, B’) = (x, v, z) if c1 = 2 (12) 

(R’, G’, B’) = (x, y, w) if c1 = 3 

(R’, G’, B’) = (z, x, w) if c1 = 4 

(R’, G’, B’) = (v, x, y) if c1 = 5 

 

The scaling of the RGB components to whole numbers in 
range [0, N-1] (typically N = 256) is carried out as follows 

R = min ( round (N * R’), N-1 ) 

 G = min ( round (N * G’), N-1 ) (13) 
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B = min ( round (N * B’), N-1 ) 

Fig. 5. HSV cilindrical representation. (The brightness V (or L) is 

represented by the vertical dimension, the color saturation S by the radius 

from the pyramid’s axis, and the hue H by the angle.) 

III. METHODOLOGY 

The proposed methodology for this paper is shown in the 
Fig. 6.  

Fig. 6. Methodology. 

The first step consists in determinate a flight route through 
the Universidad Autonoma de Queretaro campus San Juan del 
Rio using the Google Maps tool and the GPS control drone 
station (Figs. 7 and 8). It is important to consider the height of 
the different elements in the environment as trees, buildings 
and communication antennas in order to avoid possible 
collisions during the independent drone flight. 

 
With the route selected is time for the UAS to flight. 

During the route the independent gimbal control of the camera 
allows to rotate it and take pictures or videos of the interest 
areas. Images and videos are stored in the Canon Mark III SD 
memory card. 

 

Fig. 7. Route for drone flying no. 1. 

Fig. 8. Route for drone flying no.2 

Once in land (Fig. 9), the memory card is removed and the 
processing stage begins. From the video saved, some 
significant frames are taken and treated as images and from 
those, green areas that belong to trees or shrubs are analyzed. 
These small but representative areas are transformed to HSV 
color space, and from its hue values, minimum and maximum 
are registered as color predominant range for these elements. 
The next step consist in take the complete images or frames, 
transform it to HSV color space and look for which pixels are 
into this color predominant range. For those inside this color 
predominant range the hue value is changed to another one not 
present in the original frame. During this process the number 
of pixels of interest can be stored in an array to use it as 
statistical information. 

Fig. 9. UAS landing. 

Finally, the images are transformed again from HSV to 
RGB color space to show the results. 

 

IV. EXPERIMENTS AND RESULTS 

 In order to test the proposed methodology a series of 
images taken from two sequences of video from an 
autonomous UAS flight around the UAQ campus SJR are 
analyzed (Figs. 10, 11, 12 and 13). Both flights were realized 
in January 29th of 2015 during the afternoon (Figs. 7 and 8). 
The heights of the flights were around 35 to 45 meters. 
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Fig. 10. Test image 1 (Back of the Library of the Universidad Autonoma de 

Querétaro campus San Juan del Río) 

Fig. 11. Test image 2 (Faculty of Law and Faculty of Nursing.) 

Fig. 12. Test image 3 (Faculty of Enginnering.) 

Fig. 13. Test image 4 (Faculty of Accounting and Administration.)  

      The next step is to select at least one area in all this images 
where there are trees or shrubs. The Table 1 shows the areas 
selected from each image denoted by 2 coordinates (x1, y1) 
and (x2, y2) in pixels. This selected areas are transformed to 
HSV color space and then the minimum and maximum value 
of hue (H) are calculated. From this values is possible to 
calculate the mean so is possible to set the hue range for trees 
and shrubs from 145 to 200. 
 

TABLE I.  TREES AND SHRUBS AREAS + H VALUES 

Image 
Areas and H ranges for color changea 

Trees and shrubs areas of interest H min H max 

1 (849, 321) and (883, 348) 152 202 

2 (386, 838) and (528, 916) 150 220 

3 (646, 649) and (729, 728) 156 190 

4 (987, 300) and (1026, 403) 120 194 

a. Trees and shrubs areas in pixels taken from their respective image, hue values are in degrees. 

    With the range selected finally is possible to change the full 
images to HSV color space, then using a programming 
conditional verify if a pixel belongs or not inside this range. If 
the pixel hue value is inside this range then its hue values is 
changed to a 0 value. After that the image is changed again, 
now from HSV to RGB color space. The result of this process 
is shown in Figs 14, 15, 16 and 17. 

Fig. 14. Test image 1 after false color processing.  

Fig. 15. Test image 2 after false color processing.  
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Fig. 16. Test image 3 after false color processing.  

Fig. 17. Test image 4 after false color processing. 

      Fig. 14 shows how almost all of the visible trees are in a 
purple color. Some grass also got the new color but is not 
consistent and is not very well segmented. Some buildings 
around the campus also got the new color. For this image 
358,074 pixels were changed to purple. Fig. 15 and 16 
presents similar results, also some grass also is segmented. 
This paper can help to segment green and dry grass areas. For 
this two images 364,170 and 759,406 pixels were changed. 
For the last image, Fig. 17, which is the picture taken from 
higher, a full line of shrubs around the building is well 
segmented, and is the only image where all trees are now in 
purple. The grass presents the same bad segmentation. For this 
last image 464,098 were changed. 

V. CONCLUSIONS 

In this paper a methodology that allows to automatically 
detect trees and shrubs from UAS pictures using image 
processing and color spaces is presented and tested. Trees and 
shrubs were easily detected once the range of the dominant hue 
was calculated. Also, it was possible to detect some areas with 
grass, but only those where green color it was similar to those 

present in trees and bushes. Actually, this methodology could 
be applied to detect dry and green grass areas in order to 
analyze damaged areas or places where is necessary to put 
attention in the grass or even other vegetation growth. Another 
possible application could be take the UAS device to a 
considerable high, take a perpendicular picture of an area of 
interest and, with the terrain area known, estimate the 
percentage of green areas in different seasons of the year. UAS 
devices provide an invaluable tool as auxiliary in the 
development of academic and scientific research. The ease of 
use and the autonomous capabilities allow planning trajectories 
almost from the office and then, taking the drone to the field, 
flight and registering all the elements of consideration using 
the camera on board. Finally, this methodology is intended to 
be directly implemented on the UAS system using a very small 
PC, like a Raspberry Pi, to implement the image algorithm, so 
the integrated system automatically deliver the images with the 
areas of interest enhanced. 
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Abstract—The agglomeration of particles is a process that 

modifies the physical properties of a product originally 

manufactured as a powder. During milk powder agglomeration 

of fluidized bed, resulting agglomerates are sufficiently porous to 

improve the solubility of the final product but, at the same time, 

their rigidity decreases and agglomerates can be destroyed 

during packing. The porosity and rigidity properties depend on 

both the volume and shape characteristics of the agglomerates. 

This paper presents a three-dimensional reconstruction 

technique based on a laser displacement sensor (LDS) applied to 

characterize milk agglomerates. This technique allows three-

dimensional scanning to estimate particle volume and extract 

shape parameters such as: sphericity, elongation and flatness 

ratio, shape factor and aspect ratio. This technique was 

implemented using a mechatronic device with two degrees of 

freedom. The device is composed of an angular positioning 

system to rotate the agglomerate and a linear positioning system 

to displace the LDS. Experimental result allows agglomerates 

classification according to shape parameters. 

Keywords— agglomerated particles; laser displacement sensor; 

shape parameters;  three-dimensional reconstruction 

I. INTRODUCTION 

In the food industry the agglomeration process of powders 
increases the particle size as well as its porosity and then 
modifies end-user properties such as wettability, sinkability, 
dispersibility and solubility. The main application of 
agglomeration is to produce instant products (e. g. instant 
coffee, milk powder, cocoa beverages, etc.) that acquire the 
ability for dispersing or rapidly dissolving in liquids (water, 
milk, etc.) [1]. 

Furthermore, many of the physical and structural properties 
of agglomerates such as density, surface properties, size and 
shape, influence the particles rigidity and then modify their 
behavior during handling [2,3]. The measurement of these 
physical properties is important since they affect the behavior 
of powder particles during storage, packing and processing. 

The size parameter (usually associated to diameter, surface 
area or volume) describes the geometry of the object regardless 
of its form [4]. The shape parameter characterizes the object 
regardless of the size. Currently, the measurement of the shape 
parameters of agglomerates is performed from 2D data, usually 
from microscope images. One of the shape parameters 

frequently used in the characterization of objects is the 
sphericity. However, there are no works to report 
measurements of sphericity in the characterization of 
agglomerates of milk powder from 3D data. 

 There are different methods for characterization of 

agglomerated particles. In [5] the shape of agglomerates is 

computed from 2D microscope images by finding the circle 

that best fits the estimated area on each image, assuming that 

particles have a circular shape. A highly accurate technique is 

the use of confocal microscopy [6] that creates sharp images 

of a specimen, normally blurred with conventional 

microscopes; however, stimulating fluorescence from dyes 

that should be applied to the specimen, can modifies the 

agglomerates properties. Another method to characterize 

agglomerate is the use of mercury porosimetry applying 

various pressure levels to the sample. This technique is not 

suitable to characterize agglomerates, normally fragile, that 

are broken during the measurement [7].  

 

    The work presented in [8] computes the porosity of fragile 

agglomerates from only three images acquired with a CCD 

camera. The work described in [9,10] present a method based 

on silhouettes extraction of multiple views to estimate the 

volume of the envelope of milk powder agglomerates; 

agglomerates concavities are not considered. The works in 

[11-13] developed methods to estimate the shape of particles 

using 2D shape parameters from image analysis techniques. 

 
 The aim of this paper is to propose a methodology to 
characterize the shape of agglomerated particles of milk 
powder using 3D parameters. This methodology is based on a 
laser displacement sensor that allows a three-dimensional 
reconstruction of the agglomerated particles. This approach can 
be extended to measure other particle systems. The shape of 
the agglomerates was analyzed using the following form 
factors: elongation, flatness, aspect ratio and sphericity. Also, 
the particle volume is determined since it is used as a basic 
parameter to determine the particle sphericity. 
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II. 3D RECONSTRUCTION SYSTEM 

A. Positioning System 

The positioning system is shown in Fig. 1. The agglomerate 
is placed on the object holder that rotates, driven by a stepper 
motor, at ∆θ degrees increments controlled by a PIC-STEP 
control board. The laser displacement sensor (LDS) is rigidly 
mounted on a linear positioning system that moves along z-axis 

at z∆  increments ( mz µ30=∆ ). 

Fig. 1. 3D reconstruction system. 

 

 

B. LDS Description 

The LDS used works on optical triangulation principle. A 
laser diode (wavelenght 650 nm) is the light source, projecting 
a spot onto the surface to be measured. The LDS is mounted on 
the linear positioning system. The LDS controller estimates the 
distance between its emitter and the target (agglomerate 
surface). Fig. 2 shows the laser triangulation principle. 

Fig. 2. Laser triangulation principle. 

 

The measurement technique is based on the LDS model 
LK-G10 from KEYENCE. TABLE 1 shows the technical 
specifications of the sensor. 

 

 

TABLE I.  TECHNICAL SPECIFICATIONS OF LDS 

R e fe re nc e  l e ng th  10 mm  

Me a s ur ing  r a nge  ±1 mm  

Kind  o f  l a s e r  L a s e r  d i ode  

Sp o t  d i a me te r  20µ m 

Resolut ion 0.01µm 

C. Principle of Distance Estimation 

Fig. 3 illustrates the sensor principle to estimate the 

distance to target where: 

 

dL: Distance to laser, 

dD: Distance to detector, 

β : Angle of incidence, 

dE: Speculate distance, 

ID: Intensity on detector,  

xL: x-axis component of incident laser beam, 

yL: y-axis component of incident laser beam, 

xD: x-axis component of reflected laser beam, 

yD: y-axis component of reflected laser beam, 

 

Fig. 3. Measurement principle of distance. 

 

       By geometry, we obtain the following equations for the 

distance to the laser and the angle of incidence: 
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         and the distance to the CCD: 
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    According to the law of reflection, the reflected beam has 

the same angle that the incident, so we have: 
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    The normal density function (Gaussian curve), in Fig. 3, 

represents the laser beam intensity detected by the CCD and 

corresponds to the distance to the speculate (dE) from the laser 

to the object surface. This distance is defined by: 
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   where σ  is the standard deviation and µ  is the average 

intensity obtained by the CCD detector. 

    Fig. 4 shows how a variation (∆y) in the distance to the 

object's surface (displacement) produces a change in the mean 

of the Gaussian curve. 

Fig. 4. Measuring displacement of object’s surface. 

 
      

     Fig. 5 shows the relationship between the displacement of 

the Gaussian curve d’E and the displacement ∆y is given by: 

)cos(
'

βEdy −=∆                               (7) 

 

    Since the measuring range of CCD is limited, the maximal 

variation ∆y is given by: 

)cos(
2

βD
I

yMax=∆ .                          (8)  

 

 

Fig. 5. Relationship between distance to specular and ∆y. 

 

D. Estimation of 3D Coordinates 

The purpose of distance measurement by laser 

triangulation is to calculate the radius (r), which is the distance 

from the center of the object holder to the point where the 

laser beam strikes the object, see Fig. 6. 

Fig. 6. Laser triangulation measurement. 

 
 

The object is mounted on the object holder. Fig. 6 shows a 

circle shaped object, the laser beam is projected onto the 

object surface and reflected towards the CCD. The angular 

positioning system rotates using a constant increment 

( α∆ =0.9º) which is calculated by dividing 360° by the 

number N of steps of the motor (N=400). The 3D coordinates 

of each point of the object surface, Di=(xdi, ydi, zdi), are 

obtained from ri, i= 1,2,3…N and 
i
β  as follows: 
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    Where αββ ∆+=
−1ii

. The value of zi is also a constant 

defined by the increments of the micrometer. 

 

E. Shape Parameters 

The spheres and cubes are the only objects whose size can 

be given for only a number (diameter or length). Food powder 
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particles are irregularly shaped particles and their 

characterization requires several parameters of size and shape 

[11]. The shape parameters used in this work are based on the 

three representative lengths: L (longest dimension), W 

(intermediate dimension) and T (shortest dimension) [14], see 

Fig. 7. These lengths are equivalent to the lengths of the sides 

of a solid rectangle of a particle boundary, as shown in Fig. 7. 

 

Fig. 7. Main dimensions or an irregular particle. 

 

The elongation ratio (ER) is defined in as: 

L

W
ER = .                                   (10) 

    For circular objects ER is equal to 1. The more elongated 

shape, the greater is its elongation factor [11]. 

 

    The flatness ratio (FR) and the aspect ratio (AR) are as: 

W

T
FR = ,                                  (11) 

W

L
AR = ,           (12) 

     respectively. 

     

    The shape factor (SF) has been used to describe the 

irregularity of the surface and is defined as: 

WL

T
SF = .                              (13) 

     From 3D coordinates of the object surface, obtained from 

the LDS, one can estimate the particle sphericity (Sp). The 

sphericity value varies from of 0 to 1, where a value of 1 

indicates a perfect sphere [14]. The sphericity is defined by: 

L
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Sp n

= .                           (14) 

 

    Nominal diameter dn and nominal surface sn  are computed 

as:  
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     respectively. 

     

     The volume V and lengths L, W and T of the agglomerated 

particles may be obtained from the 3D coordinates estimated 

by the LDS. 

III. PARAMETER EXTRACTION FROM AGGLOMERATES 

A. Test Agglomerates 

To carry out the experimental part of this work, 10 

samples of milk powder agglomerates were obtained using the 

fluidized bed technique, see Fig. 8. The particles were divided 

into three size fractions by sieving: up to 630 µm for size A, 

up to 1250 µm for size B and from 630 to 1250 µm for size C. 

Prior to analysis, the agglomerates were stored for one week 

in a desiccator with silica gel for drying.  

 For weighing of the individual agglomerates, a laboratory 
precision balance (AX205 Delta Range, Mettler Toledo, 
France) was used. This balance has a precision of 0.01 mg with 
a weighing error that might be up to 0.005 mg. It was therefore 
not sufficient for individual agglomerates in the small size 
fraction (inferior to 630 µm). For this reason, only 
agglomerates larger than 630 µm were considered for the 
measurement of shape using 3D reconstruction method. 

Fig. 8. a) Agglomerates samples, b) Zoomed view of one agglomerate. 

 

B. Shape Parameters Estimation 

The experiment was conducted at an ambient temperature 
of 24° C. The agglomerate was mounted on object holder, as 
shown in Fig. 9. Ten repeated measurements were performed. 
The LDS was placed at a distance of 10 mm to the center of the 
object holder. 
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Fig. 9. Agglomerate mounted on the positioning system for scanning. 

 

Fig. 10 shows real images of two of ten agglomerates used 

in this experiment, the obtained cloud of 3D points, and a 

textured representation of the agglomerate. 

Fig. 10. a) Real agglomerate, b) cloud of 3D points, c) textured object. 

 

 

 

TABLE II.   SHAPE PARAMETERS COMPUTED FOR TEN 

AGGLOMERATES 

V  

( m m
3
)  

s n  

( m m
2
)  

E R  F R  A R  S F  S p  

0 . 1 8 2 3  1 . 0 5 8 2  0 . 7 4 6 7  0 . 8 7 3 4  1 . 3 3 9 1  0 . 7 5 4 8  0 . 6 7 9 7  

2 . 1 7 1 4  8 . 1 0 9 2  0 . 6 5 4 6  0 . 9 3 0 3  1 . 5 2 7 4  0 . 7 5 2 8  0 . 6 4 0 5  

1 . 9 3 4  7 . 5 0 6  0 . 7 3 6 1  0 . 9 4 4 1  1 . 3 5 8 3  0 . 8 1 1  0 . 6 5 6 9  

1 . 3 4 5  5 . 8 9 2 4  0 . 7 4 4 5  0 . 8 8 8 3  1 . 3 4 3 1  0 . 7 6 6 5  0 . 6 3 2 5  

0 . 1 8 9  1 . 5 9 2 6  0 . 8 0 9 8  0 . 8 5 2 4  1 . 2 3 4 8  0 . 7 6 7 1  0 . 8 4 4 1  

1 . 2 2 1  5 . 5 2 4 5  0 . 7 2 7 2  0 . 9 4 9 9  1 . 3 7 5  0 . 8 1  0 . 7 3 0 5  

1 . 6 7 6  6 . 8 2 3 3  0 . 8 0 3 6  0 . 7 0 1 5  1 . 2 4 4 3  0 . 6 2 8 9  0 . 6 2 6  

0 . 9 8 7  4 . 7 9 3 9  0 . 7 3 7 2  0 . 8 0 6  1 . 3 5 6 3  0 . 6 9 2 1  0 . 6 5 9 4  

2 . 0 5 6  7 . 8 1 9 2  0 . 8 2 5 6  0 . 7 3 6 5  1 . 2 1 1 2  0 . 6 6 9 2  0 . 6 5 3 8  

1 . 5 7 8  6 . 5 5 4 7  0 . 7 6 1 8  0 . 5 6 5 8  1 . 3 1 2 5  0 . 6 4 8 2  0 . 6 0 7 6  

 

 Agglomerated particles were scanned using the three 
dimensional reconstruction technique based on LDS as shown 
in Fig. 9. Based on the representative three lengths: L, W and T, 
were determined to describe the shape parameters presented in 
TABLE 2. It is evident that the agglomerates are near to 
spherical. The agglomerates are the extreme case, in which 
variations of volume, surface area, ER, FR, AR and SF depends 
on the form of agglomerates due to irregular shape. 

IV. CONCLUSIONS 

This paper presents an experimental validation of a 3D 

reconstruction technique of milk powder agglomerates based 

on a laser displacement sensor. This technique allows the 

estimation of the particles volume (V) and surface (sn) as well 

as some size lengths (L, W, T) to determine some shape 

parameters (ER, FR, AR, SF, Sp). Since we have a 3D cloud of 

points, a textured representation of the agglomerate is also 

available. 

 
 As expected, the reconstructed object has errors associated 
with the discretization of the data. Those errors are less than 
1% considering only scanning along z-axis. The experimental 
results demonstrate the feasibility of this technique to estimate 
the shape parameters of agglomerate small particles that can be 
generalized for other kind of objects. A better accuracy is 
possible simply by increasing the number of points per turn (on 
the angular positioning system), for example by using a DC 
servomotor instead of a step motor. In the same way, accuracy 
can be improved by reducing the increments in the z-axis using 
a DC servomotor to move the LSD. Perspectives for our work 
mainly are that the method presented could be used in 
combination with more complex morphological analyses [15] o 
to validate other optical particle characterization methods [16]. 
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Abstract— The purpose of this work is to prove that the 

following property is only true in inner product spaces: there 

exists a positive number �  such that for every K-equilateral 

triangle (quadrilateral) inscribed in the unit circle S it holds that 

its sides touches  ��   at its midpoints. We also review a 

characterization of inner product spaces in terms of the closest 

points of chords of the unit circle. 

Keywords—inner product spaces; Birkoff orthogonality; 

Minkowski plane 

 

I. INTRODUCTION  

Consider the unit circle centered at the origin (O) in the 
Euclidean plane and denote it as B. Many of the properties of it 
are known by anyone who has taken a course of Euclidean 
Geometry.  

For instance, given a pair of unit vectors, which are 
orthogonal, we have that the point of the segment ending in x 
and y which is closest to the origin is precisely its middle point. 
Denote [x, y] as the segment ending in x and y. With this 
notation the above mentioned property is expressed as: the 
point of [x, y] which is closest to the origin is the point݉  ௫ ௬ . Notice also that the segment [O,m] is orthogonal to 
segment [x,y].  

Also, if we inscribe regular polygons in the unit circle, we 
can find a dilation of the circle such that the sides of the 
polygon are tangent to the dilated circle and also the point of 
tangency is the midpoint in each side of the polygons. 

Suppose now we want to define a new way to measure 
distance on the plane and that our unit ball will be a convex set 
K which has a center of symmetry. We ask ourselves: What 
properties about the Euclidean ball still fulfilled for the new 
unit ball K? In the case that some property is not fulfilled, it 
will be that this is a characteristic property of the Euclidean 
plane? In other words, does this property characterizes inner 
product spaces?  

The purpose of this work is to show that the mentioned 
properties are characteristics of inner product spaces, in other 
words, only fulfill if K is a circle or an ellipse.  

 

 

II. DEFINITIONS AND BASIC NOTATION 

   

 From now on, we will refer to a 2-dimensional normed 
space as Minkowski Plane. The definition is as follows:  

Definition. A Minkowski plane with unit ball K is a 2-
dimensional vector space provided with a norm  ·    . 

 

The norm   ·     is defined as follows: given a point    ℝ  its Minkowski norm is: 

          í ݂     ∶         
 

Intuitively, the geometric meaning of the Minkowski norm 
of a given point   ℝ  is as follows: if y is the point where the 
ray Ox intersects the boundary of K, then                      

where      denote the Euclidean norm of w. 

 

 Fig.1. Geometric meaning of the Minkowski norm. 

 

Many of the notions in Euclidean geometry can be 
extended to Minkowski planes, however, in the case of 
vectorial orthogonality, exist a lot of definitions. In this work, 
we will be mainly concerned with Birkhoff and James 
orthogonality.  

Definition. A vector    ℝ         is orthogonal to vector    ℝ        , in the sense of Birkhoff, if  

36



       |      |   
for every real number λ, and denote it as x ⊥B y or x is B-
orthogonal to y. 

 

   Fig.2. Geometric meaning of Birkhoff orthogonality. 

 

Notice that Birkhoff orthogonality generally is not 
symmetrical, in other words, if a vector x is B-orthogonal to y, 
then is not necessary that y is B-orthogonal to x. However, if 
Birkhoff orthogonality is symmetrical then the form of the unit 
ball K is known as Radon body (see [10]). Many properties of 
geometric figures that deal with vectorial orthogonality are not 
true in general on Minkowski planes; indeed, they are 
characteristics of inner product spaces. 

Another orthogonality is the following. 

Definition. It is said that x is orthogonal to y in the sense of 
James if  ‖   ‖  ‖   ‖   and denote it as x ⊥J y. 
Unlike the previous orthogonality, this one is symmetrical, in 
other words, if x ⊥J y then y ⊥J x. This orthogonality 
geometrically tells us that the two diagonals of every 
parallelogram have equal length.  

 

 

 

 

 

 

 

 

Fig.3. Geometrical meaning of James orthogonality 

 

III. BARONTI-CASINI THEOREM 

 
In what follows we will denote the Minkowski unit circle by S, 
in other words, S is the boundary of K. 

The next theorem, proved by M. Baronti and E. Casini in 
[2] establishes a criteria to know when a Minkowski plane is 
Euclidean, in other words, when the unit ball K is an ellipse.  

Theorem 1. If for any x, y   S, with x ⊥B y, it holds that 
    (    )  í ݂ {‖�    (    �) ‖  :  �   [    ]} ‖   ‖     
then K is an ellipse.  

 

Proof. Consider  x, y   S, with  x ⊥B  y, then by hypothesis   (    )  ‖   ‖    
 Define the function  ݃: ℝ → ℝ as  ݃ �      �         �        

We have that ݃  
     ݃ �   ∀t   [0, 1]. 

Then ‖   ‖   ‖  �               ‖  

 ‖      �         ‖   
In other words, 

 
‖௫ ௬‖�  ‖௫ ௬         ‖  ∀  ℝ .

  

  This is equivalent to say that x + y  ⊥B  x – y in the sense of 
Birkhoff. Therefore, for every x, y   S,  with x ⊥B  y  it holds 
that x+y ⊥B x−y, which is known that characterizes the 2-

dimensional inner product spaces (see [1]).   □ 

 

IV. POLYGONS INSCRIBED IN THE UNIT BALL 

Suppose now that for a fixed natural number n and a 
centrally symmetric convex body K with center at the origin 
we have the following: there is a homothetic copy of K, to say 
K′, with center of homothety at the origin, such that the sides of 
every equilateral n-gon inscribed in K are tangent to K′ 
precisely at their midpoints. Is this property characteristic of 
inner product spaces, or there exist any convex body K, besides 
the ellipse, with this property? 

In this section we will analyze the cases n=3 and n=4. 

Definition. A K-equilateral n-gon is a polygon with n vertices 
such that all its sides have equal Minkowski lengths. 

 With respect to the case n=3, we shall prove that the unit 
circle S is an ellipse. We easily derive this result from a 
theorem due to C. Benitez, and D.Yañez [3]:  

Theorem 2 (Benitez-Yañez). Let S be the unit circle of a 
Minkowski plane such that every chord of S that supports  

    

touches 
    at its middle point. Then S is an ellipse. 
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The statement for K-equilateral triangles is as follows. 

Theorem 3. Suppose there is a number       such that 
every K-equilateral triangle inscribed in S touches    at its 
middle points. Then S must be an ellipse. 

Proof. Let      be a K-equilateral triangle inscribed in S and 
let m, n, and p, be the midpoints of the sides as shown in Fig. 4.  

By hypothesis, the triangle  ݉   is inscribed in    and from 
elementary geometry we know that  ݉   and      are 
similar with a similarity ratio equal to  :  . Consider now, the 
triangle         which is symmetric to      with respect to O. 
Clearly,         is congruent to     , hence        , and so  ݉               It follows that         

 

Fig. 4.  � must be equal to ½. 

We have that every chord of  S and tangent to 
   , touches 

    
at its midpoint, therefore, by Theorem 2 we have that S is an 

ellipse.       □ 

 

Finally, for the case of K-equilateral inscribed quadrilaterals 
we have the following. 

Theorem 4. Suppose there is a number       such that 
every K-equilateral quadrilateral inscribed in S touches    at 
its middle points. Then S must be an ellipse. 

Proof. It is easy to see that every inscribed K-equilateral 
quadrilateral is a parallelogram whose opposite vertices are 
diametrically opposite, with respect to the unit circle S. Let x, 
y,  –x, and –y, be the vertices of one such quadrilateral (see Fig. 
5). We have that  ‖   ‖   ‖   ‖ , which means that 
x⊥ J y. 

 Now, since  
௫ ௬   is Birkoff orthogonal to    , we have 

that     ⊥�       

As we mentioned before, this property is characteristic of inner 

product spaces, and so S is an ellipse.   □ 

 

Fig. 5. ࢞ ࢞ is Birkoff orthogonal to ࢟   .࢟ 
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Abstract—In this short paper we study the existence of line 

transversals to families of translates of convex bodies. For 

general convex bodies we prove the following: for every 2-

disjoint family of translates of a convex body, in the plane, we 

have that there exists a common line transversal to all members 

provided that every three translates have a line transversal.   For 

the special case of a family of translates of a circle or a square we 

have  better bounds for the necessary disjointness. 

Keywords—line transversals; families of translates; unit circle; 

unit square. 

I. INTRODUCTION 

Let P be a finite set of points in the plane such that every 
three of them are on the same line. It is quite easy to see that 
indeed all the points of  P  are aligned. However, if we replace 
the points by convex figures the analogue statement is not 
longer true, that is, if P is a finite family of convex figures such 
that any three of them have a line transversal (a line 
intersecting simultaneously the three figures) then is not 
necessarily true that there is a line intersecting all the members 
of P. Even if we restrict ourselves to consider only families of 
translates of a disc with the property that any three of them 
have a line transversal, the existence of a common line 
transversal to all the disks is not clear. In the following figure 
(Fig. 1) we have four congruent circles with the property that 
any three of them have a common tangent line, however, there 
is not a line intersecting the four discs at the same time.  

 
Fig. 1. Four disks without a common line transversal and such that every 
three have a common tangent line. 

 

However, if the members of P are sufficiently far away 
from each other, we expect they behave as points with respect 
to collinearity. This is indeed true, as we will see soon, but we 
first need to introduce some notation.  

Let K be a centrally symmetric convex set centered at the 
origin and let                      be a finite 
family of translates of  K  by the vectors           . We say 
that F is  -disjoint if for every pair               we have 
that  the homothetic copies of K,        and      , are 
disjoint. With this notation, two convex sets are 1-disjoint  if 
they are disjoint.  

We also say that F has a line transversal if there is a line 
intersecting simultaneously to all the members of F, and write      Also, we will say that         if every k-membered 
subfamily of F has a line transversal or, in other words, has the 
property T. 

As was discovered by H. Hadwiger in 1960 (see [3]), a 2-
disjoint finite family of translates of the unit disc B with the 
T(3) property have a line transversal. Later, in 1964, B. 
Grünbaum (see [2]) proved a stronger result: any   -disjoint 
finite family of translates of B with the T(3) property has a line 
transversal. For a general convex body K it is known that 2-
disjointness is sufficient to ensure the existence of a line 
transversal (see [2]). With respect the property T(4) the 

following is known: any  
     -disjoint finite family of translates 

of a convex body  K  has a line transversal (see [5]), and any     -disjoint finite family of translates of  B  has a line 

transversal (see [1]). 

The main purpose of this paper is to give another proof that 
any   -disjoint finite family of translates of the unit disc with 
the T(3) property has a line transversal. We also prove that any 
3/2-disjoint finite family of translates of a square with the T(4) 
property has a line transversal. 
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II. COVERING POINTS BY STRIPS 

Before giving the proofs of the mentioned results, we shall 
see how the problem about line transversals to translates of a 
convex body can be transformed into a problem about 
minimum strips covering a finite set of points. For the disc we 
have the following: three unit discs have a line transversal if 
and only if the triangle with vertices at the centers of the 
circles has an altitude of length at most 2 (see Fig. 2).  
 

 
Fig. 2. Three discs with a common line transversal. 

Equivalently, if three discs have a line transversal (as 
shown in Fig. 2) then there is a parallel strip of width 2 
covering the centers, this strip is precisely the region between 
the line bc and its parallel through a. 
 

For convex sets different of the disc we need to introduce 
the notion of relative width. Given a centrally symmetric 
convex set K, we define the relative width (or K-width) of a 

compact set X  in direction      as                         
where       denotes the Euclidean width in direction u, that 
is, the distance between the two lines supporting X in a 
direction parallel to u.  

 
Fig. 3. The relative width. 

It is not difficult to see that if three translates K + b, K + a, and 

K + c  have a common line transversal   intersecting them in 
that order, then the line    parallel to bc  and equidistant from 
the points a, b, c, also intersects the translates in the same 
order. To see this we proceed as follows: start to shrink 
(continuously and uniformly)  the translates until they have no 
longer a line transversal intersecting them in that order. 
Consider the last moment they still having a transversal in the 
given order, then the transversal is tangent to each one of the 
shrunk translates      ,       and      (see Fig. 4 
and Fig. 5). 

 

Fig. 4. Three translates of K with a common line transversal. 

 

 

Fig. 5. There is a line transversal parallel to one side of the triangle of 
centers. 

Again, we have that if three translates of a convex body K 
have a line transversal then there is a parallel strip, with K-
width equal to 2 and covering the three centers. This strip is 
the region between two lines parallel to one side of the 
triangle of centers.  

III. SUPER DISJOINT FAMILIES OF TRANSLATES OF THE DISC 

Given any three non collinear points x, y, and z, we denote 
the distance of the segment xy as      ,  and the distance from 
x to the line yz as       .  
Theorem 1. Let F be a   -disjoint finite family of translates of 
the unit disc B with the T(3) property. Then F has a line 
transversal. 

Proof.  We will first prove that any four translates of B have a 
line transversal. Consider an arbitrary subfamily                     and suppose that among the triangles 
with vertices in the set          , the triangle      is the one 
with largest area. We then have that d must be contained in the 
triangle         homothetic to      with ratio -2 and center of 
homothety at the centroid of      (see Fig. 6). Without loss 
of generality we may assume that the altitude from a to bc has 
length at most 2. Here we distinguish two cases: 
 

1.                      This case is trivial since the 
strip of width at most 2 bounded by the line c'b' and 
the line bc covers the set           , which implies 
that                   has a common line 
transversal. 
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Fig. 6. The set of centers must be contained in the triangle          
 

2.                    Since                        
and           we have that           Now, 
since the triples         and          also have the 
T(3) property,                                        and at least one of the angles       or       is smaller than       we have that either       
or       is bigger than      Assume, W.L.G., that            then in the triangle       we have that           Hence, the strip bounded by the line dc 
and its parallel through a has width less than 2 and 
contains also the point b.  
 

Now, since the set            is arbitrary we have that F has 
the property T(4).  Among all the quadrilaterals with vertices 
at the centers of the circles in F, we consider one such that its 
width is the minimal. Suppose such a quadrilateral is abcd and 
the width is obtained by the distance between the line bc and 
its parallel through a. It is known that the projection of a over 
the line bc is in the interior of  the segment bc (see for instance 
[4]), and moreover, we may apply a rescaling and suppose that 
the distance from a to bc is exactly equal to 2.   Since all the 
sides in triangle      are larger than     and the altitude 
from a to bc is 2,we have that the other two altitudes of       
are larger than 2. It follows that the unique line transversal to          and     is the line   parallel to bc through 
the midpoint of the altitude from a to bc. We have proved that 
any four translates of B have a line transversal, then if we 
consider any fourth translate     from F, it must be 

intersected by          □ 

IV. FAMILIES OF TRANSLATES OF A SQUARE 

In this section we will consider families of translates of a 
unit square (with side of length 1) with the T(4) property. We 
have the following result. 
 
Theorem 2. Let F be a  

   disjoint finite family of translates of 
the unit square with the T(4) property. Then F has a line 
transversal. 

 
Proof. We denote the minimum of the K-widths of the 
quadrilaterals, with vertices in the set of centers, by      If     then replace every translate by a concentric homothetic 
copy of K with coefficient      Clearly, if the new family of 

translates has the T(4) property then the original family also 
has the T(4) property. Hence it is enough to prove the theorem 
for such “tight” families in which exists a 4-tuple of translates 
such that the four centers are just covered by a parallel strip of 
K-width 2. In this case there are three translates among the 
four which have a common tangent line, say A, B, and C 

(intersected by the tangent line in this order), and such that  A 
and C are separated from B, otherwise the 4-tuple of translates 
is not tight.  

 
 

Fig. 7. If A and C are not separated from B then the 4-tuple of translates is 
not tight. 

 
There are essentially two configurations for the three 

translates with respect to the tangent line, as shown in Fig.8: 

 
Fig. 8. The  two possible configurations. 

 
For the case when the tangent line is parallel to a side of 

the square is easy to see that there is not another line tangent 
to A, B, and C. For the case when the tangent line touches A, 
B, and C at a vertex we proceed as follows: we introduce a 
Cartesian system of coordinates such that the origin is at the 
point Y , as shown in Fig. 9. The line through Y, Q, and T is 
the x-axis and the line through P and S is the y-axis. Set Y = 
(0, 0), and P = (0, p) for a positive number p, then           . Since A and B are 

   disjoint then the distance 

between Y and Q is at least 
  . Suppose         , and         . If            is the intersection between the 

lines PQ and ST, we have that  
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then            which implies that                 
 

Let ℓ be the line tangent to A, B, and C and suppose they 
share another common tangent   through the points S and T, 
then C is the reflected image of B about the point X. If       

then the homothetic copies of B and C, concentric with them 

and by the factor 
  , are not disjoint. Solving the corresponding 

inequality we have that        if                  , that is, if 

the line TQ intersects the segment PS. Since the angles      
and       are decreasing if we increase the distance between 
Y and Q, we have that if the line TQ intersects the segment PS 
then the translate C cannot touch  , otherwise B and C would 

not be 
   disjoint. 

 
Fig. 9. The point X is contained in the copy homothetic to B by the factor 
3/2. 

 

Now, if the line TQ does not intersect the segment PS then it is 
easy to see that no any other common tangent line to A and B 
can intersects to C. We have proved that A, B, and C have a 

unique common tangent line ℓ, and because every four 
translates of the square have a common transversal line, we 

conclude that ℓ intersects all the members of F.  □ 

 

V. FINAL COMMENTS 

We suspect that the factor 3/2 in Theorem 2 could be 
reduced, however, we were not able to improve it with the 
technique used in this work. It would be very interesting to 
find the minimum factor possible for families of translates of 
the square. We hope to be successful in this task in a near 
future. 
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Abstract— This paper explores the problems that truck 

transport faces up at the USA-Mexico border. The economic 

impact and factors involved in the international competitiveness 

are analyzed using some operations research methods. As a 

specific focus, a methodology to deal with the problem is 

developed on the basis of simulation techniques.  

 

Keywords— USA-Mexico border, trucks, international transport, 

optimization, simulation. 

I. INTRODUCTION  

 “The U.S.-Mexico border region is one of the busiest trade 
centers in the world and a strategic economic asset for both 
Mexico and the United States.” [1] 

The purpose of this paper is to make a review of the 
process of trucks' entries and exits at the Mexico-US border. 
This paper is organized in three parts; the first one is an 
introduction, it talks about border issues, then, a review on the 
usual methodology to assess the economic impact generated by 
the problems when crossing the border, and the last one is 
about adequate software to model the transborder flows and 
some techniques from operations research.  

Trade between Mexico and United States is an important 
economic activity, since this country is our main commercial 
associate. Border ports are key elements for trading, in these 
ports cross large volumes of merchandise imports and exports. 
The huge amount of merchandises that cross there share space 
with dozens of people, cars, buses, trucks and other vehicles 
that cross the north border every day producing traffic jam and 
inefficiencies, so involving economic cost and  long waiting 
times that affect  users and  competitiveness of the national 
economy.. 

The Border Legislative Conference states that to keep 
economic growth, the USA-Mexico transborder trade should 
be more efficient in transit and best prepared to face with 
security issues; and it should reduce the waiting times and 
commerce costs with Mexico. It also states that the border 
region economic development is essential to maintain the 
competitive advantage  for both U.S.A and Mexico economies, 
and also notes that  the cost, the slow traffic and the 
inefficiency will force  consumers to look for other more 
competitive markets. 

In [2] is pointed out the necessity to make improvements to 
the process and the infrastructure with the objective to get a 
strategic access to the Northern America markets and around 
the world, and recover the competitive dynamism.  Besides, 
significant improvements in the entry ports and the commercial 
process flow are suggested. 

II. ECONOMIC IMPACT 

There are some investigations related to this topic, most of 
them are focused on the economic impact produced by waiting 
times when crossing the border. 

In [3] the authors analyzed difficulties and chances when 
exporting wooden products from Virginia to Mexico and 
Dominican Republic. Smith states that in wooden products, 
Mexican hardwood lumber manufacturers are less competitive 
in these markets in large part because of inefficiencies in the 
distribution system. The authors claim that USA-Mexico 
border makes Mexico a strategic mate in the economic 
American growth but states that Mexico has inefficient 
transportation services. Some problems related to 
transportation involve the availability of trucks, the high costs 
of transportation, delays in delivering the products, and the 
lack of experience in handling of shippings.  

In [4], Pesut claims the transport importance as a 
competitiveness indicator. Besides the necessity of a new 
methodology showing the technological, commercial and 
regulatory changes. 

In [5], Song and Na focused on International transport 
logistics in Asia, they claim that in order to get a better 
development in international transport is necessary a low cost 
in transporting merchandise and   efficient and reliable delivery 
times. 

The Principal Component Analysis methodology and the 
Factorial Correspondence Analysis are used in [6] to evaluate 
the International transport competitiveness of 29 countries 
among them Mexico and USA.  The authors claim this 
methodology has been used by The Global Competitiveness 
Report of the World Economic Forum and by IMD World 
Competitiveness Yearbook,   to calculate the competitiveness 
index. 
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The Factorial Correspondence Analysis was developed by 
the french Benzacri in 1987 [6], by considering all variables in 
a simultaneous way, this method has four stages: 

 Test of reliability (it shows the validity of the 
variables). 

 Calculation of a matrix to express the joint change of 
the variables (it uses the process of standardization of 
varimax, to determine the number of factors).  

 Estimation of the graphical scores (it shows the 
interrelation of the cases with the variables).  

 Determination of the competitiveness index. Methods 
of statistical regression are used. 

With this method [6] got as a result for road transportation, 
the following factors: 

 Factor 1. Cost and distance. Export distances (km), 
Export costs (USD), Import distances (km).  

 Factor 2. Execution period. Term of execution 
exportation (days), term of execution import (days).  

 Factor 3. Quality of the transport. Commerce of goods 
(% of the GDP), quality of the port infrastructure, 
quality of activities related to the transport.  

 Factor 4. Competitiveness. Goods moved by road 
(million ton-km).  

 Factor 5. Considers only the rail transport. 

 Factor 6. Indexes for transportation services (export 
services, balance of payments and imports services). 

In this analysis Mexico is located in 26th place with a 
competitiveness index of 3.1 in international transport. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. METHODOLOGIES AND OPERATION RESEARCH 

In 2004, the Mexican Institute of Transport participated in 
the implementation of a platform to simulate the operation of 
border ports [7]. This platform, is called SIM_Fronteras, had a 
high cost and a dependence of  the technology  supplier which 
has limited the update of operational changes in development 
ports. 

In [8] the authors used the software Global Trade Analysis 
Project (GTAP) and IMPLAN to analyze the economic Impact 
of waiting times on  border crossings of USA (USA-Mexico 
and USA –Canada). The used variables were: wait times 
average, average number of inspections and the average time 
for inspection. The  scheme in Fig. 1 [8] shows the used 
methodology. 

Also, the author makes use the simulation to validate its 
results. It concludes that a more sophisticated statistical 
analysis is necessary to quantify the advantages and 
disadvantages on the border of the USA. 

In [9] the focus is on the road infrastructure and its impact 
on accessibility and industrial productivity on the USA–
Mexico border. It uses three models of the network of 
transport, the first model is about  accessibility based on the 
infrastructure for ground transportation, the second model is 
about the national road network in Mexico to estimate the 
optimal routes that minimize the time, and in the third one 
develops the methodology  to analyze the advantages of the 
infrastructure of highways in Mexico. It conclude in that the 
investment in infrastructure has the potential to improve the 
international accessibility, and that the elimination of 
thebottleneck will occur across improvements in the frontier 
ways, avoiding high economic costs. In addition to the 
simplification of the inspection process between both 
countries. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1. Schematic of the Methodology. 
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In [10] the authors design a chain of intermodal transport 
for In [10] the authors show a design of a chain of intermodal 
transport with optimal cost and  delivery time of products 
imported from the United States, for the particular case of a 
company of car parts that operates in the Toluca industrial area 
in the state of Mexico. An optimization bi-criterion 
programming model with mixed integer variables and  
Lagrangean relaxation is used. This paper makes a literature 
review, describing some methods as discrete simulation, 
stochastic dynamic programming, Integer Linear 
Programming, design of an intermodal network transport, some 
special algorithms and  a graphical interactive software   for the 
analysis of the frontier crossings. 

In [11] proposes a system dynamics model to describe 
entry and exit transport flows at USA-Mexico border. With this 
model it is analyzed the automotive supply chain. It focus in 
the uncertainty caused by delays and disruptions at border.  It 
proposes two equations that explain the system Mexican and 
the USA subsystem. The methodology used is summed up in 
the following diagram Fig. 2 [11]:   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The models mentioned above propose workable solutions 
validated with the use of simulation. 

IV. CONCLUSION 

There are much research on border USA-Mexico issues, 
which  identify the cost and time as main variables in the 
merchandise transfer. Most of the studies are focused on the 
United States problems, so there is a broad field to work on the 
difficulties and deficiencies in Mexican transborder ports. 

This paper is the antecedent of a simulation and 
optimization model on truck  flows in border ports with the 
objective to assess improvements in the Mexico management 
policies. The variables to consider are: 

 Percentage share of the flows by type as  motorcars, 
buses, trucks and others (motorcycles, pickups, 
passengers' vans, etc.) 

 Average estimations in the process of arrivals of 
vehicles.  

 Estimation of  crossing times for transport types. 

 Average size of queues. 

 Maximum size of queues. 

 Average stay time in queueing. 

 Number of vehicles with zero  waiting time in 
queueing. 

The diagram below shows the methodology to follow Fig. 
3: 

 
Typical data on truck crossing as those moving on the 

International Commerce Bridge in Nuevo Laredo, Mexico is 
considered. Fig. 4 shows an example of this data for the period 
June 9-22, 2014 where the typical weekly distribution of labour 
days and weekend days is easily observed. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Truck crossing data from International Commerce Bridge, Nuevo 
Laredo, Mexico. (Source, Mexican Secretariat of Transport). 

 

 
Fig. 3. Proposed methodology. 
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Fig. 2. Flowchart of the proposed methodology. 
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Abstract—Use of biocatalysts such as enzymes for the 

conversion energy is an alternative to the design of more 

efficient, biocompatible and stable biofuel cells. In this paper the 

enzyme alcohol dehydrogenase was used in a bioanode array 

immobilized through a covalent binding and laccase by 

adsorption immobilized and tested for the first time in a hybrid 

membraneless microfluidic fuel cell showing a voltage of 0.94 V 

and a power density of 1.2 mW cm-2. The stability was tested by 

chronoamperometry which showed high capability to provide a 
constant current density. 

Keywords: Biofuel cell, alcohol dehydrogenase, laccase, 
ethanol. 

I. INTRODUCTION  

Biofuel cells are devices for the production of 
electrical energy, inspired in chemical reactions by biological 
catalysts. [1] Currently the use of enzymatic biofuel this being 
an area of opportunity as, presents major advantages over 
commonly used inorganic electrocatalysts, derived enzymes 
have excellent properties relating to their activity, selectivity 
and specificity towards molecules or a fuel. Selection of 
enzymes for manufacturing the bioelectrode is based on the 
choice of substrate used to generate power.[2] From this 
perspective, the substrates of alcohol, primarily methanol and 
ethanol have received increasing attention for the development 
of cells of chemical fuel. The advantages of using alcohols as 
fuels and their aqueous solubility are widely available, since 
these compounds can be easily produced. [3]  

 
Ethanol -among alcohols used as fuels- has been 

recognized as the most promising alcohol to be used in energy 
conversion area since it is less toxic and it has many unique 
physicochemical properties including high energy density (8.0 
kWh-1 kg-1)[4,5]. Ethanol fuel cells have been of interest due 

to the generation of sustainable energy that can be used for 
different applications [6, 7]. It also offers an attractive 
alternative fuel because it can be produced in large quantities 
from agricultural products, the main renewable biofuel from 
biomass fermentation [8]. 
 

However the ethanol cells currently reported are not 
stable and have a very low yield particularly enzymatic 
microfuel cells. Enzymes can catalyze reactions in different 
states, as individual molecules in solution and that 
immobilized on surface [9]. Using the method of 
immobilization by covalent binding provides an ideal 
environment for increased transport of ions and serves for 
design of most stable biofuel cells [10]. 
 

This paper presents the results obtained using 
electrodes with alcohol dehydrogenase immobilized by 
covalent union to the anode and laccase immobilized by 
adsorption to the cathode for microfluidic biofuel cell. 

II. EXPERIMENTAL 

A. Reagents 

 
Methylene blue, alcohol dehydrogenase (EC 1.1.1.1 initial 

activity ≥300 units/mg protein from Saccharomyces 

cerevisiae), β-nicotinamideadenine dinucleotide sodium salt 
(NAD+) and tetrabutylammonium bromide (TBAB), laccase 
enzyme from Trametes versicolor (15 U/mg), glutaraldehyde 
solution 50%, sodium phosphate dibasic dihydrate 
(Na2HPO4·2H2O), sodium phosphate monobasic monohydrate 
(NaH2PO4·H2O),  Nafion® (5% diluted in water), potassium 
hydroxide (88.7%.) were purchased from Sigma-Aldrich. The 
phosphate buffer was prepared with Na2HPO4·2H2O and 
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NaH2PO4·H2O (pH 8.86, 0.1 M). Acetate buffer solution was 
prepared by using C2H3NaO2 and C2H4O2(pH 5,0.1M) from 
Sigma-Aldrich.  

B. Anode preparation. 

 
The bioanode consist in a 2.5×30 mm Toray porous paper 

electrode, placing 100 μL of 5:100 v/v% Nafion-water 
covering the total electrode area and dried with hot air. These 
electrodes were employed for methylene blue electro-
polymerization through a Biologic VSP 
Potentiostat/Galvanostat by using cyclic voltammetry from -1 
to 1 V vs. SCE for 15 cycles at 0.05 V s-1 scan rate. The 
electrolytic bath was composed by 0.05 M methylene. At the 
same time, an ink with the following components was 
prepared: for each mg of enzyme were added 5 μL of Nafion, 
10 μL glutaraldehyde, 1000 μL of deionized water, 10 mg of 
NAD and 20 mg of TBAB. The ink was then sonicated for 
20min and mixed by vortex for other 15min; 100 μL of this 
ink were taken and deposited on the electro-polymerized 
Toray electrodes and dried.  

C. Cathode preparation. 

 
The laccase biocathode was prepared using carbon 

nanofoam (2×0.3 cm, Marketech®) instead Toray as electrode. 
Carbon nanofoam was immersed for one hour in a solution 
composed by laccase (5 mg mL-1), 0.1 M acetate buffer pH 5 
and 1 v/v% glutaraldehyde. After that, nanofoam electrodes 
were added a dispersion of multi wall carbon nanotubes (2 mg 
mL-1) in a ratio 1:1 v/v and allowed to dry at room 
temperature for 2 h before being used. The abiotic cathode 
was prepared using commercial Pd/C (20% E-TEK) as 
catalyst and carbon nanofoam as electrode. In this manner, 
120 μL isopropyl alcohol and 14 μL Nafion were added per 
milligram of catalyst and mixed for 30 minutes. The catalytic 
ink was deposited on the carbon nanofoam through the spray 
technique until the electrode weight increase 1 mg. 

 

D. Biofuel cell evaluation. 

 
The details of fabrication procedure and dimensions of the 

microfluidic device have been previously reported [11]. 
Briefly, Poly-(methyl methacrylate) plates used as supporting 
plates were designed and patterned employing a CNC 
machining. A home-made Silastic elastomer film (Dow 
Corning, 200 µm) was used as gasketing and as channel 
structure. The hybrid microfluidic fuel cell performance tests 
were carried out injecting fuel (0.1 M ethanol) and a 
combination of dissolved oxygen (4 U. P. D., Praxair) and 
oxygen from air as oxidants within two aqueous streams that 
contain the phosphate buffer (pH 8.86) in the anodic side and 
acetate buffer (pH 5) in the cathodic side as supporting 
electrolytes (Figure.1 ). The flow rates were of 50 µL min-1 in 
both streams.  

 

 
Figure. 1.Biofuel cell alcohol dehydrogenase/laccase. 

 

III. RESULTS AND DISCUSSION 

 

A. Electrochemical characterization. 

 
The electrochemical response of anode array in 

phosphate buffer (pH=8.86) with and without ethanol at 
several concentrations is showed in Figure 1a. Without 
ethanol, the control voltammogram (dark gray line) showed no 
significant response of the electrode to the solution. Peaks of a 
redox reaction emerged with the presence of ethanol (Figure. 
2) and where located at -0.7 and -0.74 V vs. Hg/HgSO4, these 
peaks correspond to NAD+/NADH redox couple. The increase 
of ethanol concentration resulted in an increase of the current 
density of the NAD+/NADH reactions due to a higher 
oxidation of the substrate by the enzyme which is reflected in 
a higher reduction of NAD+ to NADH [12]; at 100 mM 
ethanol, ADH enzyme showed the highest current density as 
consequence of its good biocatalytic activity.  
 

 
Figure. 2. Bioanode electrochemical evaluation at 

different concentrations of ethanol.                                         
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The results obtained for the microfluidic biofuel shown in 
Figure 3. For the case of biofuel MFC cell (laccase-based 
cathode) showed a voltage of 0.94 V and a current density of 
3.06 mA cm-2.  

 
Figure 3. Polarization curve of the biofuel cell 

alcohol dehydrogenase/laccase.                                 
 

Compared to the biofuel cell using the enzyme alcohol 
dehydrogenase in the anode currently reported (table 1) shows 
that there is an increase in the power generated by the cell of 
this work. 

 

TABLE I.  BIOFUEL CELL USING ALCOHOL DEHYDROGENASE AS ANODE 
FOR THE OXIDATION OF ETHANOL 

Anode 

(anolyte) 

Cathode 

(catholyte) 

OCV 

(V) 

µWcm
-2 

 Fuel 

Cell 

type 

Reference 

QH-ADH + 
glutaraldehyd

e+ glassy 
carbon 

(EtOH .025M 
in acetate 

solution pH= 
6.0) 

AOx-MP8 
(EtOH .025M 
in hydrogen 
peroxide) 

0.24 1.5 PEM [13] 

C cloth + 
poly-MG + 

CHIT + 
MWCNTs + 

ADH + NAD+  

(EtOH 
0.475M in 

PBS pH=7.4) 
 

Laccase onto 
carbon black 
XC-72 
(gas diffusion 
electrode) 

0.618 20 PEM [3] 

ADH+carbon 
KS6+NAD++
VK3+acetone

+PEI 
(EtOH 160 µL 
in PBS pH 9  ) 

Laccase+ABT
S+ Super 
P®+Nafion 
(PBS at pH 5 
saturated with 
O2) 

0.6 90 MFC [14] 

Toray paper + 
poly-MB + 

Nafion+glutar
aldehyde + 

ADH + NAD+  

(EtOH 01M in 
PBS pH=8.86) 

Laccase+MW
CTS+ 
glutaraldehyde 
(acetate buffer 
at pH 5 
saturated with 
O2) 

0.94 1200 MFC This work 

TBAB:tetrabutylammonium bromide; poly-MG: poly-methylene green; Poly-MB: 
poly-methylene ble;MWCTS:carbonnanotubes; QH:quino-hemoprotein; CHIT: 
chitosan; VK3: 2-methyl-1,4-naphthoquinone; PEI:polyethylenimine;ABTS: 
diammonium salt; MFC: microfluidic fuel cell. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.Comparation microfluidic biofuel cell.  
 

The figure 4 shows the comparison of the power generated 
between the single microfluidic biofuel cell that uses the 
alcohol dehydrogenase and laccase enzymes reported to date 
and the biofuel cell developed in this work which presents a 
higher performance. 
 

The stability tests of the microfluidic biofuel cell are 
shown in Figure 5 to Chronoamperometric test was performed 
in order to determine the capability to supply a constant 
current density over time; from this figure it was observed that 
the system can provide a current density of 3.6 mA cm-2 over 
12000 seconds time in which the experiment was carried out.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Chronoamperometric test for biofuel cell alcohol 
dehydrogenase/laccase. 

 

IV. CONCLUSIONS 

A microfluidic biofuel cell were constructed using two and 
three-dimensional electrodes and the flow-through electrode 
concept in order to increase the bio-electrocatalytic activity of 
alcohol dehydrogenase enzyme-based anodes. On the other 
hand, a covalent binding immobilization method based on 
Nafion, poly-(methylene blue), glutaraldehyde and NAD+ was 
used in order to enhance the durability of the biofuel cell. As 
result, were achieved the highest cell voltage (0.94 V) and cell 
performance (1.2 mW cm-2) to date reported. Furthermore, 
this device showed superior performance in terms of activity 
and .  
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Abstract—Pt-TiO2 and Au-TiO2 photocatalysts have been 

synthetized by a microwave assisted sol-gel method and 

characterized by means of X-ray diffraction techniques (XRD) 

and UV-vis diffuse reflectance spectroscopy. Particle sizes have 

been determined by means of Scherrer equation. Depending on 

the weight percentage of dopant, some changes in the band gap 

energy can be observed. 

Keywords—Titanium dioxide, photocatalysis, Pt-TiO2, Au-TiO2, 

X-ray diffraction. 

I. INTRODUCTION 

Titanium dioxide (TiO2) has been widely used and 
investigated due to the stability of its chemical structure, 
biocompatibility and its physic, optic and electric properties. 
Its photocatalytic properties have been utilized in many 
environmental application to remove pollutants in water and 
air. The main feature of the photocatalytic process is that it 
breaks the complex organic molecules into simple molecules 
such as carbon dioxide and water, this process has been used 
for a variety of applications such as decomposition of organic 
pollutants [1]. 

  
TiO2 exists as three different polymorphs: anatase, rutile 

and brookite. The most stable form of TiO2 is rutile. Anatase 
form has a crystalline structure corresponding to a tetragonal 
system and is used mostly in photocatalytic applications due 
to its photocatalytic activity under UV radiation. Rutilo form 
of TiO2 has a tetragonal structure and brookite an ortorombic 
structure [2]. 

 
Typically, titanium dioxide is an n-type semiconductor. 

The energy gap is 3.2 eV for anatase, 3.0 eV for rutile and 3.2 
eV for brookite. Generally, anatase form of TiO2 is desired 
owing to its higher photoactivity, high superficial area and low 
toxicity. Due to its high photoinduced reduction, anatase form 
is a better photocatalytic material for degradation of organic 
pollutants in both water and air [3]. 

 
The application of TiO2 is limited due to its low 

photoactivity under visible light. Therefore, attempts to extend 

its photoactivity to the visible region have been made by 
substitution of Ti4+ on the crystalline structure for metallic 
ions such as Fe, Ni, Co, Ag, Au, Pt, etc [4]–[8]. 

 
Sol-gel synthesis technique has been widely used for 

catalysts development, such as TiO2 nanopouders. In 
comparison to traditional techniques, it offers many 
advantages. For instance, in supported metals catalysis, the 
active metal and support can be prepared in a single step. This 
allows an economy in the catalyst preparation [9]. 

 
In the present paper, we report the synthesis and 

characterization of Pt-TiO2 and Au-TiO2 catalyst prepared by 
the microwave assisted sol-gel technique.  

II. EXPERIMENTAL 

The synthesis of the TiO2 catalyst was carried out by 
dissolving the titanium precursor (titanium isopropoxide) in an 
organic solvent (isopropanol, 99.9%), the titanium solution 
was magnetically stirred for 20 min under nitrogen 
atmosphere. The hydrolysis process was then performed by 
adding water into the precursor/solvent solution and was 
magnetically stirred for 1 h in a dark box. For the Pt-modified 
TiO2 samples, the platinum precursor was H2Pt(NO2)2SO4, 
and for the Au-modified TiO2 samples, the precursor was 
NaAuCl4•2H2O. These precursors were added by dissolving 
them into the water used for the hydrolysis process in different 
weight percentage (0.01, 0.05, 0.1, 0.5, 1, and 5 wt. %). The 
obtained sol was transferred into teflon vessels and placed on 
a microwave reaction system. The heating procedures were 
carried for 30 min at 220 °C. The obtained product was 
filtered and dried at room temperature for 12 h. A calcination 
process was carried out at 450 °C for 3 h to promote the 
anatase form of TiO2. 

III. PHOTOCATALYST CHARACTERIZATION 

Elemental analysis was performed by Energy Dispersive 
X-ray Spectroscopy (EDS) (EDS Oxford Inca X-Sight 
coupled to a MT 1000, Hitachi). Particle size was determined 
using Scherrer equation [10]. Bandgap energy (Ebg) values 
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were determined from diffuse reflectance measurements (Cary 
5000 UV-Vis-NIR Varian spectrophotometer) by applying 
Kubelka-Munk [11] function and Tauc’s graphics. 

IV. RESULTS AND DISCUSSION 

A. X-ray diffraction (XRD) 

X-ray diffractions patterns were recorded to study the 
formation of TiO2 crystalline species. The diffraction peaks 
detected after the calcination process indicates the presence of 
the crystalline anatase phase and no presence of rutile phase 
was observed. For the Pt-TiO2 samples (Fig 1(a)), the peaks 
detected in 2θ (39.4°, 45.9°, 67°) indicates the presence of 
particles of metallic platinum. For the Au-TiO2 samples (Fig 
1(b)), the peaks detected in 2θ (38°, 44.2°, 64.4°, 77.2°) 
indicates the presence of particles of metallic gold. As can be 
seen from the XRD patterns crystallinity of the photocatalyst 
decreased on platinum and gold doping. 

 
 

 
Fig. 1. XRD diffraction patterns of synthetized TiO2, (a) Pt-TiO2, (b) Au-
TiO2. 

 

TABLE I.  CRYSTALLITE SIZES 

Photocatalyst Crystallite sizes 

(nm) 

Crystallite sizes 

(nm) 

Photocatalyst 

TiO2 – Au (5%) 4.74 3.71 TiO2 – Pt (5%) 

TiO2 – Au (1%) 4.10 11.2 TiO2 – Pt (1%) 

TiO2 – Au 
(0.5%) 

3.97 10.8 TiO2 – Pt 
(0.5%) 

TiO2 – Au 
(0.1%) 

3.59 10.7 TiO2 – Pt 
(0.1%) 

TiO2 – Au 
(0.05%) 

3.17 - - 

 
 
The crystallite sizes were calculated by the Scherrer 

equation and are compiled in Table 1. The Au-loaded samples 
have a crystal size between 4.74 nm for 5 wt. % of gold and 
3.17 nm for 0.05 wt. % of gold. The Pt-loaded samples have 
sizes between 3.17 nm and 10.7 nm for 5 wt. % and 0.1 wt. % 
of platinum respectively. 

 

B. Band gap measurements 

UV-Vis DSR technique was used to study the influence of 
metal load and type. The Tauc’s graphics showed in Fig. 2 and 
Fig. 3 for Pt-TiO2 and Au-TiO2 respectively are utilized to 
estimate the band gap energies by means of Kubelka-Munk 
method. 

 
The band gap energies estimated are listed in Table 2. The 

band gap decreases according to the metal load; it shows that 
at higher metal load (5%) the band gap changes from 3.2 eV 
(pure TiO2) to 2.98 eV and 3.04 eV for the samples loaded 
with gold and platinum respectively. 

 
For the Pt-TiO2 sample, the band gap varies from 3.04 eV 

(5 wt. %) to 3.2 eV (0.1 wt. %), the same behavior is found on 
the Au loaded samples, with a band gap energy variation from 
2.98 eV (5 wt. %) to 3.21 eV (0.01 wt. %). It is interesting to 
note that the band gap energies increase on metal doping for 
both platinum and gold. 

TABLE II.  BAND GAP ENERGIES 

Photocatalyst Band gap (eV) Band gap (eV) Photocatalyst 

TiO2 – Au (5%) 2.98 2.87 TiO2 – Pt (5%) 

TiO2 – Au (1%) 3.05 3.09 TiO2 – Pt (1%) 

TiO2 – Au (0.5%) 3.23 3.05 TiO2 – Pt (0.5%) 

TiO2 – Au (0.1%) 3.24 3.15 TiO2 – Pt (0.1%) 

TiO2 – Au (0.05%) 3.19 - - 
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Fig. 2. Tauc’s graphics for Pt-TiO2. 

 

 
Fig. 3. Tauc’s graphics for Pt-TiO2. 

V. CONCLUSIONS 

Microwave-assisted synthesis methodology can be applied for 
the preparation of TiO2-base photocatalysts and modify its 
properties using a dopant metal such as Au and Pt. With this 
metals is possible to observe a change in the band gap energy 
which can be related to the metal load in the photocatalyst. 
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Abstract— A lattice-matched AlxGa1−xSb ternary solid 

solutions were grown to the GaSb (001) substrate with 

composition in the range 0.05≤x≤0.2 by liquid phase 

epitaxy. High resolution X-ray diffraction and Raman 

scattering techniques were applied to characterize 

AlxGa1−xSb alloys. The out of plane lattice parameter as a 

function of Aluminum content is higher than the 

corresponding bulk lattice parameter of AlxGa1−xSb layers 

obtained with Vegard's law. These results show that some 

of the layers are more strained than others. Two peaks are 

observed in their Raman spectra over this composition 

range. The assignment of the observed modes to GaSb-like 

modes is discussed. 
 

Keywords—AlGaSb; GaSb; Thin Film; Liquid phase epitaxy; 

Ternary compounds; 

I. INTRODUCTION 

Recently, the AlxGal-xSb alloy has attracted much interest as a 
constituent of the InAs-(Ga,Al)Sb system for its possible 
applications in bandstructure engineering. It is known that in 
the type II InAs-GaSb heterostructure the top of the GaSb 
valence band lies higher in energy than the bottom of the InAs 
conduction band, giving rise to the coexistence of electrons and 
holes separated at the interfaces [1]. The bandgap of the A1xGal-

xSb alloy increases with the Al composition, allowing the band 
offset of InAs-(Ga,Al)Sb heterostructures to be engineered by 
changing the substitutional species composition. In fact, a 
strong decrease of hole concentration with increasing Al 
composition, reaching zero at about x~0.3, has been reported 
[2], which demonstrates the crossing of the valence band edge 
of A1xGal-xSb and the conduction band edge of InAs at that 
alloy composition. 
Some years ago the research of several III-V semiconductor 
alloys is associated with the wavelength of the optical fiber loss 
minima (0.8 μm). In particular, gallium antimonide (GaSb) is 
interesting as a potential substrate material for devices in the 
band-gap range of 0.3-1.58 eV [3] and its related compounds 
are of interest as low band gap materials with applications in 
devices operating in the infrared range. For this reason, it is 

necessary to improve the quality of GaSb and its alloys and to 
get a deep knowledge of their physical properties [4]. A1xGal-

xSb is also used in the field of optical communications as a 
constituent of (Ga, A1)Sb-GaSb based lasers operating in the 
region of minimal absorption and dispersion in optical fibers. 
Tsang and Olsson [5] reported 1.78 μm wavelength 
Al0.2Ga0.8Sb/GaSb double-heterostructure lasers, and Ohmori et 
al. [6] reported room-temperature lasing operation of an 
Al0.2Ga0.8Sb/GaSb multi-quantum-well laser at 1.646 μm. 

In this paper presents the structural characterization was 
made by HRXRD and Raman scattering study of the AlxGal-xSb 
alloys for 0.05<x<0.2 grown by liquid phase epitaxy (LPE) 
technique. High resolution X-Ray diffraction (HRXRD) is 
applied in the investigation of epitaxial structures of 
semiconductors. The lattice parameters of semiconductor alloys 
gradually change with the chemical composition giving rise to 
an increase of strain until mismatch dislocations appear lead to 
the relaxation of the thin film. A two-mode behavior was found 
for this alloy composition, and TO-LO splitting of both GaSb-
like and A1Sb-like modes could not be resolved in the high-
resolution first-order Raman spectra. Although the TO-LO 
splitting of AlSb-like modes was not well-resolved at room 
temperature. One also report second-order Raman spectra that 
show structures associated with GaSb-like modes, AlSb-like 
modes, and combinations of both. 

II. EXPERIMENTAL 

 First, the mirror-like surface epilayers of lattice matched 
AlxGa1-xSb ternary solid solutions with 0.05 ≤ x ≤ 0.2 were 
grown by liquid phase epitaxy on (001) oriented GaSb 
substrates. The AlxGa1-xSb/GaSb heterostructure studied in this 
work was grown by LPE at 400 °C, using a sliding boat system 
under hydrogen stream in horizontal furnace and in its variant 
of super cooling technique [6]. The melt was made using 6N 
polycrystalline GaSb undoped, 6N aluminum (Al) and 7N 
gallium (Ga). The melt was homogenized at 560°C during 30 
min. The used substrates were Te doped n-type (100) GaSb 
wafers with a carrier concentration of about 5x1017 cm-3 at 
300K. Before charging the components into the furnace, the 
substrates were etched with HF:H2O2:(citric acid):H2O 
solution. The layers were grown using the super-cooling 
technique. The lattice mismatch orthogonal to the surface 
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between epitaxial layers and substrate was determined by 
HRXRD measurements in a Bruker D8 Discover 
diffractometer, parallel beam geometry and monochromator of 
gobel mirror, CuKα radiation = 1.5406 Å, in the range of 20° 
<2θ <80°, by step of 0.02°. The HRXRD data were refinement 
using the programs POWDERX and DICVOL04 to determine 
the crystal system, the parameters of unit cell, parallel (a) and 
perpendicular (a┴) and the atomic fraction x corresponding. 
Raman scattering experiments were performed at room 
temperature using the 6328 Å line of a He-Ne laser at normal 
incidence for excitation. The light was focused to a diameter of 
6 μm at the sample using a 50x (numerical aperture 0.9) 
microscope objective. The nominal laser power used in these 
measurements was 20 mW. Care was taken to avoid the heating 
of the sample inadvertently to the point of changing its Raman 
spectrum. Scattered light was analyzed using a micro-Raman 
system (Lambram model of Dilor), a holographic notch filter 
made by Kaiser Optical System, Inc. (model superNotch-Plus), 
a 256x1024-pixel CCD used as detector cooled to 140 K using 
liquid nitrogen, two interchangeable gratings (600 and 1800 
g/mm). Typical spectrum acquisition time was limited to 60 s 
to minimize the sample heating effects discussed above. 
Absolute spectral feature position calibration to better than 0.5 
cm-1 was performed using the observed position of Si which is 
shifted by 521.2 cm-1 from the excitation line. 
 

III. RESULT AND DISCUSSION 

Fig. 1 shows the AlxGa1-xSb diffraction peak of the 
symmetrical reflection (115) plane, the diffraction peaks of the 
alloy are as narrow as the substrate peak, indicative of good 
crystalline and homogenous composition of the layer [7]. It is 
known that the crystalline quality of semiconductor compounds 
obtained by the LPE technique is dependent on the grown 
temperature. Figure shows the AlxGa1-xSb diffraction peak of the 
symmetrical reflection (004) plane is clearly separated from the 
(004) GaSb diffraction peak. The samples with aluminum 
fractions 5, 10, 15 and 20 percent are presented in Figs. AY1, 
AY2, AY3 and AY4, respectively (see Table I). A measure for 
the crystalline quality of the layer is the perpendicular lattice 
mismatch. To determinate the alloy bulk lattice constant, it is 
necessary to know a+ and aǁ , these values were obtained using 
different reflections, [(115) and (-1-15)] and the Macrander’s 
formulas [8]: 
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where as is the substrate lattice constant, B is Bragg angle for 
(115) direction, s is the angle between (115) plane and the 

surface plane of the sample, Δθ and Δτ, which are obtained with 
the following equations [8]: 

 

Figure 1 X-ray rocking curves of AlxGa1-xSb layers grown 
on (001) GaSb substrates. 
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+ is the difference between the peak and the layer peaks in (-
1-15) direction, - is the difference between substrate and the 
layer peaks in (115) direction. It has found that the bulk lattice 
constant of the alloy ao is related with orthogonal and parallel 
lattice constant of the grown films. A measure for the 
crystalline quality of the layer is the perpendicular lattice 
mismatch and it can be obtained using the expression [9]. 
 

TABLE I.  SUMMARY OF THE ALGASB SAMPLES STUDIED, AND THE AL 
MOLAR FRACTION ADDED TO EACH ONE TO THE MELT SOLUTION. 

Sample 
Added Al 

molar fraction 

AY1 5 % 

AY2 10 % 

AY3 15 % 

AY4 20 % 
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Figure 1 shows the HRXRD measurements of AlxGa1-xSb 
alloys on GaSb substrates. the diffraction peaks of the alloy are 
as narrow as the substrate peak, indicative of good crystalline 
quality and homogenous composition of the layer as Kagawa 
and Motosugi [10] and Joullié [11] in their work sated when the 
lattice mismatch is about the value of 10-4 the interface can be 
considered well matched and the crystalline quality of the layer 
is similar to that of the substrate. The values of the lattice 
mismatch obtained from the samples are around 10-4, see table 
II. And it indicates that the samples are well matched and 
consequently, they should have a good crystalline quality. 
Table II shows lattice constants obtained from equations (1) to 
(4), and the estimated aluminum fraction molar (Figure 2). 
 

 

Figure 2 AlxGa1-xSb lattice parameter versus content of the 
layer. 

The solid phase composition was obtained by simulation of 
the experimental data from the rocking curves. The values of the 
Al concentration appear in Table II; it is observed that this one 
varies lightly from proposed concentration. To the Al molar 
fraction of 0.2, the diffraction peak shows a broadening in the 
FWHM characteristic which may be related to stages of phase 
separation of the AlxGa1-xSb meta-stable alloy to GaSb and AlSb 
rich regions [12]. In this case, broadening of the spectra is 
related to imperfections in the structure of the alloys such as 
complex gallium vacances-gallium on antinomy site (VGaGaSb) 
[13]. 

TABLE II.  RESULT OF THE ANALYSIS BY HRXRD OF THE SAMPLES. 

Sample �⊥ሺÅሻ �∥ሺÅሻ ��ሺÅሻ 
∆�� ሺ�−�ሻ ���� 

AY1 6.0994 6.0950 6.0973 3.44 0.0463 

AY2 6.1055 6.0967 6.1012 7.05 0.1154 

AY3 6.1097 6.0984 6.1042 9.01 0.1552 

AY4 6.1134 6.1037 6.1087 7.69 0.2253 

Figure 3 shows Raman scattering results of AlxGa1-xSb 
alloys grown on (100) n-GaSb with different concentrations of 
Al in the growth melt. In the Raman spectra are present mainly 
five bands at about 138, 235, 271, 320 and 438 cm-1 labeled as 
A, B, C, D and E, respectively. As can be seen in Fig. 2, the 
bands that depend strongly on the aluminum concentration are 
B, C, D and E. As has been reported the bands named by B and 
D can be associated to the GaSb and AlSb vibrational modes 
[14], respectively. A standard fitting procedure suggests these 
associations.  

 

 

Figure 3 Raman spectra of the ternary alloys grown on (1 0 0) 
n-type GaSb with different aluminium molar fractions. 

 

In this kind of alloys, generally, one should expect two 
modes (AlSb-like and GaSb-like) in the First order Raman 
scattering of the ternary AlxGa1-xSb [14]. Taking into account 
that phonons are active in the first order Raman process in back 
scattering on the (001) face, one may assign our bands to the 
GaSb-like (221 cm-1) TO, GaSb-like (230 cm-1) LO, AlSb-like 
(315 cm-1) TO and AlSb-like (321 cm-1) LO [14] modes, 
respectively. From the least-squares fits one also obtained an 
estimation of the widths of the overlapping TO and LO peaks, 
which were found to be (11 and 3 cm-1) and (8 and 5 cm-1), for 
GaSb-like and AlSb-like modes, respectively. The Raman shift 
of these vibrational modes in the alloy is modified with respect 
to its bulk values due to the effect of the internal stress originated 
on the difference in lattice constant between GaSb and AlGaSb. 
The low frequency asymmetry of the GaSb-like mode is then 
obviously due to the contribution of the scattering process of 
phonon with non-zero q-vectors that become active due to the 
alloying disorder process [15,16]. The GaSb-like TO mode is 
forbidden for the (100) orientation of the substrate, and becomes 
active by the breakdown of the selection rules in the 
backscattering configuration [17] and as its intensity is very 
small one assumes that its presence possibly is due to crystalline 
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quality of the quaternary alloy layers is slightly imperfect, but as 
the Raman spectra are result of averaging at least on 20 different 
points on the sample the homogeneity of the samples is quite 
good. This breakdown is attributed to structural defects in the 
alloy originated from compositional fluctuations and by elastic 
scattering and by the ionized doping impurities [18]. The 
twomodes behavior of AlxGa1-xSb is consistent with the fact that 
the two necessary requirement for such behavior are satisfied. 
First, the frequency of the LO mode in pure GaSb at 233 cm-1 
[19] allows the existence of a GaSb:Al local mode, which was 
experimentally observed at 317 cm-1 by infrared absorption 
measurements [20] and theoretical calculated at 318 cm-1 [21]. 
Second, the gap which exists between acoustic and optical 
branches of AlSb between 132 and 297 cm-1 [22] allows the 
existence of an AlSb:Ga gap mode, reported by Talwar and 
Agrawal [23] to occur at ~212 cm-1. As x increases, GaSb-like 
first-order mode lightly redshifts while AlSb-like blueshifts. 

Figure 4 shows PL spectra at various values of x (aluminum) 
from the GaSb/AlxGa1-xSb. As shown in Fig. 4 (left side), only 
one peak corresponding to GaSb transition is observed around 
760 meV to 30 K, in all cases. Addition, in Fig. 4 (right side), 
another peak is observed at the high energy from x= 5% to 20%. 
Figure 5 shows the PL bandgap of the sample plotted against 
atomic fraction from x 30 K and 300 K. The sample shows two 
remarkable similitude regimes which obey line aluminum 
dependence. This behavior corresponds to good growth and 
aluminum coupling in GaSb. 

 

Figure 4 Excitation power dependence of PL spectrum from 
a GaSb and AlxGa1-xSb at 30 K temperature. 

 

Figure 5 PL spectra at various temperatures from 30 and 300 
K with comparison of calculated values. 

 

IV. CONCLUSIONS 

AlxGa1-xSb epitaxial layers were grown at several Al 
contents by using the liquid phase epitaxy method at 400 °C on 
(001) GaSb substrates with x ranging between 0.05 and 0.2. The 
lattice parameters of the samples have been obtained from the 
mismatch components measured by HRXRD under the 
assumption that the epilayers elastic deformation follows the 
first-order elasticity theory. From the comparison between the 
results obtained by the different experimental techniques, it has 
been possible to show that the lattice parameter of the layer 
increases nonlinearly with the Al content: Vegard’s law is not 
obeyed. High-resolution first-order Raman spectra of the 
AlxGa1-xSb alloy were recorded at room temperature. The 
spectra displayed two-mode behaviour and TO-LO splitting 
even for the AlSb-like modes despite the low A1 content of the 
alloy. The values of TO-LO splitting of GaSb-like and AlSb-lie 
modes suggest the occurrence of charge transfer from the less 
ionic Ga-Sb bond to the more ionic Al-Sb bond. The large width 
of the AlSb-like LO peak in relation to its GaSb-like 
counterpart reflects the short-range order of the AlSb sublattice. 
Conversely, the quite narrow GaSb-like peak indicates a high 
degree of structural order in the GaSb sublattice, according with 
previous reports of long-range order in other III-V alloys. 
Photoluminescence measurements showed good scattering of 
the band gap with the incorporation of Aluminum in compound 
GaSb binary. Similar results we observed in the measurement 
at 300 k and also we showed the theoretical calculated 
measurement. 
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Abstract— The SBA15-0.3NH2 were prepared by grafting of 

synthesized SBA-15 substrate with 3-aminopropyltriethoxysilane 
(APTES) by conventional, microwave and ultrasound methods. 
The sorbents were prepared using tetraethyl orthosilicate 
(TEOS)/APTES molar ratio of 3.3 because of its high adsorption 
capacity for Pb (II) ions than pure SBA-15. All sorbents were 
characterized by N2 adsorption– desorption isotherms, Fourier 
transform infrared (FT-IR) spectroscopy and thermogravimetric 
analysis (TGA–DTG). The characterization of sorbents after 
Pb(II) adsorption was performed by UV–vis technique. The use 
of microwaves and ultrasound for functionalization of the amino 
group on the SBA-15 lead to a greater success than in the case of 
conventional method, showing higher number of groups grafted 
onto the substrate, therefore the adsorption of Pb (II) was higher 
than that presented by the substrate obtained by the 
conventional method. 

Keywords— SBA15-0.3NH2; functionalization; microwave; 

ultrasound. 

I. INTRODUCTION  

Adsorption and recovery of heavy metal ions has become 
an important issue in the environmental and industrial fields 
[1-4].  

The discovery of mesoporous molecular sieves has 
stimulated a renewed interest in developing adsorbents [5-8]. 
The discovery of hexagonally ordered mesoporous silicas [9] 
has stimulated a renewed interest in adsorbents and catalysts 
design because of their unique large surface area and well-
defined pore size and shape. The addition of organic groups, 
by grafting of organosiloxane precursors onto the surface of 
the pores result in functional mesoporous hybrid materials 
[10-14]. 

In 1998, Zhao et al. (1998) developed SBA-15 
mesostructured silica, which consist of parallel cylindrical 
pores with axes arranged in a hexagonal unit cell, exhibiting 
thicker pore walls (between 3.1- 6.4 nm) which provide high 

hydrothermal stability [15]. Successful surface modification is 
often an integrated and crucial part of the material processing 
and is the basis for the functionality of the material. These 
functional groups provide further accessibility for anchoring 
other substrates (or complexes), such as biomolecules or metal 
ions, into the pore channels of the carrier material. Commonly 
applied methods for the introduction of functional groups onto 
the silica surface is the ex-situ by Conventional Method (CV), 
however, in recent years, microwave irradiation method (MW) 
has received considerable attention as a new promising 
method for the preparation of nanomaterials with controlled 
shape and size [16-19].  

The main advantage of microwave irradiation is that it 
offers a simple, rapid, and economical strategy of heating. 
Compared with conventional heating, microwave heating has 
advantages for chemical synthesis, for example, the 
microwave energy is introduced without direct contact 
between the energy source and the reacting chemicals and this 
process can lead to much higher heating rates and in certain 
way it can realize selective heating, also other advantages are 
the reduction of reaction time by orders of magnitude, higher 
uniformity in the product and better properties when compared 
to conventional heating methods [20-28]. 

In the same way the method assisted by ultrasound (US) 
provides savings in time and energy in the functionalization of 
mesoporous silicas (hybrid mesoporus) [29]. 

Considering the properties of both SBA-15 mesoporous 
material and amino groups, the aim of the study was to deal 
with the Synthesis and Characterization of functionalized 
SBA-15  with -NH2 by Conventional, Microwave and 
Ultrasound  Methods to obtain an effective method of 
functionalization in the adsorbents, whit subsequent 
application of adsorption of lead (II) in aqueous solutions. The 
evidences for physicochemical characteristics of amino-
functionalized SBA-15, obtained from FTIR spectra, X-ray 
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diffraction (XRD), N2 adsorption-desorption isotherms, and 
thermogravimetric analysis (TGA-DTG) are presented.  

II. EXPERIMENTAL 

A.  Preparation of the SBA-15 support 

 
Siliceous SBA-15 mesoporous material was synthesized 

according to the procedure described by Flodström and 
Alfredsson [30]. The Pluronic triblock copolymer (BASF, 
EO20-PO70-EO20, P123) was used as the structure-directing 
agent and tetraethyl orthosilicate (TEOS, 98%, Aldrich) as a 
source of silica. In a typical synthesis, the triblock copolymer 
was dissolved in a mixture of deionized water (High Purity, 
specific conductance of 0.2 μOhm-1 cm-1) and 4 M 
hydrochloric acid solution (pH = 0.6) in a Teflon bottle while 
the solution was heated at 75 ºC for 4 h. After this, the 
required amount of silica precursor (TEOS/P123 molar ratio 
of 58) was added dropwise to the solution under vigorous 
stirring at 35 ºC for 1 min and kept under slow stirring for 24 
h. The synthesis gel was subsequently transferred into 
polypropylene containers and kept at 85 ºC for another 24 h 
under static conditions. The final product was filtered, washed 
thoroughly with distilled water, and thereafter dried in air at 
100 ºC for 12 h. The polymer was removed by calcination in 
air at 500 ºC for 6 h.  

B. Preparation of amine-functionalized SBA-15 

 
The amino-containing SBA-15 mesoporous substrates were 

synthesized using, as source of amino groups, 3-aminopropyl-
triethoxysilane/APTES, 99%; Aldrich in ethanol (absolute, 
Sigma-Aldrich). Each organic-inorganic hybrid material was 
prepared in unequal concentration solutions of TEOS:APTES 
to obtain the molar composition 1:0.3 [31]. 

C. Preparation of amine-functionalized SBA-15 by 

Conventional Method (CV) 

 
1 g of SBA-15 was dispersed into APTES-ethanol solution 

at room temperature in an inert atmosphere for 30 min. Then, 
deionized water was slowly added and the liquid suspension 
was stirred for 30 min. Finally, the solids were dried at room 
temperature and then at 110°C for 18 h. 

D. Preparation of amine-functionalized SBA-15 Microwave 

Assisted (MW) 

 
1 g of SBA-15 was dispersed into APTES-ethanol solution 

at room temperature in an inert atmosphere for 5 min, then, 
deionized water was added, the solution was placed within the 
rotor and placed in the microwave apparatus with the 
following conditions: temperature of 110 ° C and 2.59 bar of 
pressure for 2 h. Finally, the solid was dried at room 
temperature and then at 110 ° C for 18 h. 

E. Preparation of amine-functionalized SBA-15 Ultrasonic 

Assisted (US) 

 
1 g of SBA-15 was dispersed into APTES-ethanol solution 

at room temperature in an inert atmosphere for 5 min, then 
deionized water was added, an ultrasound, Hielscher model 
UP50H, equipment was used. The ultrasound tube was 
introduced in the sample for different times (1, 2 y 3 min), 
then the solids were dried at room temperature and then at 
110° C for 18 h. 

F. Characterization methods  

 
 N2 adsorption–desorption isotherms. The textural 

properties of the mesoporous matrices were determined from 
the nitrogen adsorption isotherms recorded at 77 K with a 
Micromeritics TriStar 3000 apparatus. The samples were 
previously degassed at 200 °C for 24 h under a vacuum (10-4 
mbar) to ensure a clean, dry surface, free of any loosely bound 
adsorbed species. The specific areas of the samples were 
calculated according to standard BET procedure using 
nitrogen adsorption data collected in the relative equilibrium 
pressure interval of 0.03 < P/P0 < 0.3. Pore size distributions 
were calculated from the adsorption and desorption branches 
of the corresponding nitrogen isotherm using the BJH method. 
The total pore volume (Vtotal) was estimated from the amount 
of nitrogen adsorbed at a relative pressure of 0.99. 

Fourier transform-IR (FT-IR) spectra of the mesoporous 
matrices SBA15-0.3NH2/(CV, US and MW) were recorded by 
means of a Bruker Vector 3.3 spectrophotometer using the 
KBr wafer technique in 400–1800 cm-1 range. 

 Diffuse reflectance spectroscopy (DRS). The UV-vis 
diffuse reflectance spectra of the sorbents containing adsorbed 
lead were recorded at RT on an Ocean Optics Inc. 
spectrometer First in Photonics (Mini-DT 2).  

 Thermal gravimetric analysis (TGA-DTG). In order to 
evaluate the influence of temperature on the catalyst stability, 
the calcined adsorbents were studied by thermal gravimetric 
analysis. All TG/1st DTG/2nd DTG curves were obtained on a 
Model TGA 2950 high-resolution thermogravimetric analyzer 
V5.4a, on a temperature level from 25 to 600 ºC with a 
warming speed of 5 ºC/min under nitrogen flow. 

III.  RESULT AND DISCUSSION 

A. Characterization of the adsorbents 

 
The textural properties of the mesoporous SBA-15 

adsorbent, before and after of the assisted functionalization 
(CV, MW, and US) with amino groups, were studied by N2 
adsorption–desorption Isotherms at 77 K and are shown in 
Fig. 1. 
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Fig. 1. N2 adsorption-desorption isotherms of   SBA-15 adsorbent before and 
after functionalization with amino groups. 

 

All samples exhibit irreversible type IV adsorption-
desorption isotherms with a H1-type hysteresis loop in the 
partial pressure range from 0.55 to 0.80, which is 
characteristic of materials with 6-8 nm pore diameter [32]. 

A well-defined step occurs approximately at P/P0 ≈ 0.50 – 
0.55, which is associated with the filling of the mesopores due 
to capillary condensation. After modification of SBA-15 with 
amino groups, the amount of adsorbed nitrogen decreases and 
the inflection point of the step shifts from 0.7 to 0.50 for the 
sample SBA15-0.3NH2MW/US and 0.8 to 0.55 value of 
relative pressure for SBA15-0.3NH2CV. The pore size 
distributions of pure SBA15 and SBA15-0.3NH2/(CV, MW, 
and US) and sorbents, as calculated from the adsorption 
branch of N2 isotherm by using the Barrett–Joyner–Halenda 
(BJH) model [33], are shown in both inlets of Fig. 2. It should 
be noted that both SBA15 and SBA15-0.3NH2/(CV, MW, and 
US) sorbents show a uniform, narrow pore size distributions 
centered at about 4 and 6 nm, confirming that the modification 
of the SBA-15 with 0.3 molar de APTES does not damage the 
hexagonal structure of this material.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Pore size distribution of   SBA-15 adsorbent before and after assisted 
functionalization with amino groups. 

Table 1 lists some textural properties of SBA-15 before and 
after grafting, which were calculated from nitrogen sorption 
studies by applying the BET equation for specific surface area 
[34] and the BJH formula for pore size distribution [33]. For 
the functionalized SBA-15 samples the BET surface and 
volume were standardized versus pure silica weights. As 
expected, the BET surface area and the mesoporous volume 
strongly decrease after grafting, according to the sequence 
SBA15 > SBA15-0.3NH2 CV> SBA15-0.3NH2 US> SBA15-
0.3NH2 MW, suggesting that the grafted species are located 
inside the mesoporous structure of the SBA-15 and, depending 
on the method of functionalization, the number of amino 
groups change decreasing the surface area and they are not 
only on its outer surface. For example, for the SBA15-0.3NH2 

CV sample and SBA15- 0.3NH2 /(MW,US) the  mesoporous 
volume decrease by 40% and 60%, respectively, with respect 
to the SBA15 material. Similar decrease suffers the average 
pore diameter. Due to the functionalization of -NH2 groups. 
this result indicates the presence of amino groups, 
functionalization methods by microwave and ultrasound 
decreases the pore diameter and pore volume, indicating better 
functionalization which is reflected in greater amount of -NH2 
groups. 

  

Fig. 3 shows the IR spectra of the samples SBA15-0.3NH2 

CV, SBA15-0.3NH2 US, SBA15-0.3NH2 MW and SBA15, 
where is observed a typical silica’s spectrum (SiO2). The 
bands at 811 and 1087 cm-1 correspond to the symmetrical and 
anti-symmetric vibrations of the Si–O–Si bonds. The band 
located at 967 cm-1 has been assigned to the torsion vibration 
of the Si–O–Si bond and the vibration of the silanol’s group 
(Si–OH), respectively. Thus, the bands at 1087 and 811 cm-1 
are assigned to SBA-15 framework [32]. Additionally, all 
samples show a band located at 1635 cm-1 which corresponds 
to free molecular H2O. Finally, in the spectra of SBA15/(CV, 
US, MW), the characteristics bands that correspond to 
vibrations of the N–H bonds (1558, 950 cm-1), and of the C–N 
bonds (1650 cm-1) of methylene groups can be observed.  

These results confirm the successful functionalization of SBA-
15 with aminopropyl groups and it can be seen that the US and 
MW methods improve the functionalization with NH2, the 
vibrations of the amino group are well defined. 

 

Table. 1. Textural properties of calcined SBA-15 before and after of 
assisted functionalization with NH2 groups. 

Sample for 
method 

Surface 
Area (m2/g) 

Diameter de 
poro (nm) 

Pore 
Volume (cm3/g) 

 MW 220.12 4.30 0.39 

 US 247.83 4.90 0.42 

 CV 475.00 5.80 0.67 

SBA-15 933.00 6.50 1 
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Fig.3 FTIR spectra of SBA-15 and SBA15-0.3NH2/Conventional (CV), 
microwave (MW) and ultrasound (US) methods. 

 

The thermal analysis TGA and DTG curves of the pure 
SBA-15 silica sample, SBA15-0.3NH2/(CV, MW, and US) 
samples are shown in Fig. 4a and 4b. The TGA curves of the 
samples indicate a significant weight loss, which starts 
immediately with the increase of the temperature. Compared 
with 9.1% weigh loss of the SBA15 sorbent recoded during 
heating from the room temperature to 600 oC, the SBA15-
0.3NH2/(CV, MW, and US) samples exhibit weigh losses of 
10%. The TG curves of the SBA15-0.3NH2/(CV, MW, and 
US) samples (Fig. 4a) show the presence of the inflection 
points at 50 and 255 ºC already observed in the pure SBA-15 
silica sample. Those inflection points correspond to 
dehydration and to the dehydroxylation of the SBA-15 silica 
material, respectively [35]. Additionally, the samples grafted 
with amino groups show the inflection points at approximately 
298 °C and 320 °C (Fig. 4b), which are related to the 
decomposition of the amino and ethylene groups. Thus, the 
results of the thermogravimetric analysis confirm the presence 
of the functional groups on the SBA-15 surface. Those groups 
have high thermal stability (above 250 oC), suggesting that the 
SBA-15 silica sample has a stabilizing effect on the 
temperature of decomposition of the surface species. 

Fig. 5. Shows the UV-vis adsorption spectra showing the 
spectral change upon lead adsorption on SBA15-
0.3NH2(CV,US and MW) of 200 ppm Pb(II) ions solutions.  
As can be observed in this figure, a larger Pb(II) adsorption on 
SBA15-0.3NH2/(CV,US and MW) occurs when the water 
solution contain a larger Pb(II) ion concentration. The room-
temperature electronic absorption spectra of all sorbents show 
two bands: an intense absorption band in 210 nm and a less 
intense in 310 nm (Fig. 5) [36]. These transitions contain both 
ligand-to-metal charge transfer (N 2p  Pb 6sp) and 
intraatomic (Pb 6s2  Pb 6sp) character (for Pb in Oh: a

*
1g

2  
a*

1g
1t*

1u
1) [37-39]. These absorption bands can be used to gain 

qualitative information about the affinity of Pb2+ for the amine 
groups of the SBA15-0.3NH2 with different methods of 
synthesis, however the US and MW methods show higher 
functionalization therefore greater adsorption of lead (II). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 4. TG (a) and DTG (b) curves of SBA15, SBA15-0.3NH2/ Conventional 
(CV), microwave (MW) and ultrasound (US) methods. 

 

 

 

 

 

 

 

 

 

 

Fig. 5. UV-vis spectra showing the spectral change upon lead adsorption on 
SBA15-0.3NH2/ Conventional (CV), microwave (MW) and ultrasound (US) 
methods. As adsorbent from 200 ppm Pb(II) ions solutions. 
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IV. CONCLUSION 

 

In this study, the ability of modified mesoporous silica 
material SBA-15 with amino functional group (-NH2) by 
Conventional, Microwave and Ultrasound Methods, to obtain 
an effective method of functionalization in the adsorbent, was 
investigated. It was found out that: (i) The three proposed 
methods for surface modification of mesoporous silica SBA-
15 are feasible (supported by spectroscopic techniques results 
SBET, FT-IR and TGA-DTG), however with the ultrasound 
method  better functionalization, the bonds vibrations 
representative of the amino groups are more defined (FT-IR), 
this is attributed to a greater number of amino groups on the 
surface of the silica, which in turn represents a greater number 
of active sites for use as adsorbent lead (II), offering quick, 
easy and inexpensive method for modification. (ii) The 
abilities of the sorbents depend of the number of grafted 
amino groups. (iii) SBA15 functionalization with amino 
groups is efficient for the adsorption of Pb (II), in aqueous 
solutions (UV-vis), the functionalization by ultrasound 
method, adsorbed greater amount lead (II). 
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Abstract— It is a fact that our continued energy dependence on 

fossil fuels is unsustainable in the future, due both to the depletion of 
world reserves as emissions of greenhouse gases associated with its 
use. Therefore, they have recently emerged strong research initiatives 
aimed at developing fuels produced from organic sources that are 
potentially an alternative to our current energy resources called 
biofuels. 

The production of biofuels from microalgae have become 
relevant in the last decades, particularly the biodiesel from microalgal 
lipids, and despite of all the advantages that represent oil and other 
derivative products of microalgae, production remains an expensive 
technology due, among other things, to factors associated with the 
cultivation. So the focus should be maximum utilization of biomass 
from microalgae, minimize energy use and optimization of culture 
variables.  

Numerous studies are available in the literature that have focused 
on the analysis of the culture conditions and stress under which the 
lipid could increase productivity. However, an approach that has not 
been given to investigations to maximize productivity in microalgae 
lipid is finding optimal conditions but under natural settings like 
sunlight conditions. 

This study reviews the main growth parameters that affect the 
lipid productivity. Also the importance to consider synergistic effects 
or interactions of parameters for future investigations is discussed. 
The impact of integrated natural settings in the studies, e.g. natural 
daily light cycle is studied.  

Keywords — biofuel; microalgae; lipids; biodiesel; growth 

parameter; nitrogen starvation; effect of light; natural settings 

I. INTRODUCTION  

 
Sustainability is a key principle in natural resource 

management, and it involves operational efficiency, 
minimization of environmental impact and socio-economic 
considerations; all of which are interdependent. It has become 
increasingly obvious that continued reliance on fossil fuel 
energy resources is unsustainable, owing to both depleting 
world reserves and the green house gas emissions associated 
with their use. Therefore, there are vigorous research 
initiatives aimed at developing alternative renewable and 
potentially carbon neutral solid, liquid and gaseous biofuels as 
alternative energy resources [1], [2]. 

Another problem with petroleum fuels is their uneven 
distribution in the world; for example, the Middle East has 
63% of the global reserves and is the dominant supplier of 
petroleum [1]. Interestingly, the renewable energy resources 
are more evenly distributed than fossil or nuclear resources. 
Today’s energy system is unsustainable because of equity 
issues as well as environmental, economic, and geopolitical 
concerns that will have implications far into the future. Hence, 
sustainable renewable energy sources such as biomass, hydro, 
wind, solar (both thermal and photovoltaic), geothermal, and 
marine energy sources will play an important role in the 
world’s future energy supply. 

Microalgae are considered one of the most promising 
feedstocks for biofuels. Microalgae contain several 
constituents, mainly including lipids, carbohydrates and 
proteins. Thus, microalgae have been investigated as a 
versatile biofuel feedstock for the production of biodiesel, 
bioethanol, biogas, bio-hydrogen and many other fuel types 
via thermochemical and biochemical methods. The production 
of flexible bioenergies from microalgae for sustainable 
development is theoretically viable and could be 
complemented with other resources to produce biofuel in a 
large-scale process as shown in Fig. 1 [3]. 
Worldwide, research and demonstration programs are being 
carried out to develop the technology needed to expand algal 
lipid production to a major industrial process [4], [5]. 
Although microalgae are not yet produced at large scale for 
bulk applications, recent advances present opportunities to 
develop this process in a sustainable and economical way 
within the next 10 to 15 years [5]. 

II. MICROALGAE AS A POTENTIAL SOURCE FOR THE 

PRODUCTION OF BIOFUELS 

 
The whole algal biomass or algae extracts can be 

converted into different fuel forms like biogas, liquid and 
gaseous transportation fuels as kerosene, diesel, ethanol, jet 
fuel, and biohydrogen through the implementation of 
processing technologies such as anaerobic digestion, 
pyrolysis, gasification, catalytic cracking, enzymatic or 
chemical transesterification. For biodiesel production, lipids 
transesterification is needed, while starch hydrolysis and 
fermentation is used to produce bioethanol.[6], [7]. 
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In the right conditions biofuels can reduce emissions and 
make a huge contribution to energy security. In terms of 
greenhouse gases emissions, the CO2 emitted from burning 
biofuel is assumed to be zero, as the carbon was taken out of 
the atmosphere when the algae biomass grew. Therefore, 
biofuels from microalgae do not add new carbon to the 
atmosphere [7]. However, these processes are complex, 
technologically challenging and economically expensive [1], 
[5]. 

Fig. 1. Flexible biofuels production from microalgae for sustainable 
development [8] 

 

 

A. Biodiesel: main biofuel derived by microalgae 

Biodiesel has great potential; however, the high cost and 
limited supply of renewable oils prevent it from becoming a 
serious competitor for petroleum fuels. As petroleum fuel costs 
rise and supplies dwindle, biodiesel will become more 
attractive to both investors and consumers. For biodiesel to 
become the alternative fuel of choice, it requires an enormous 
quantity of cheap biomass. Using new and innovative 
techniques for cultivation, algae biodiesel production can 
achieve the price and scale of production needed to compete 
with, or even replace, petroleum [9]. 

 
 
 
 
 
 
 
 

Fig. 2. Transesterification of triglycerides with alcohol 
 

 
 

Many species of algae accumulate large amounts of oils 
that to a large extent are made up of triacylglycerols (TAGs) 
consisting of three fatty acids bound to glycerol. The algal oil 
is converted into biodiesel through a transesterification process 
(Fig. 2). Oil extracted from the algae is mixed with alcohol and 
an acid or a base to produce the fatty acid methylesters that 
makes up the biodiesel [6]. 

Lipids can be classified as fatty acids, glycerolipids, 
glycerophospholipids, sphingolipids, sterol lipids, prenol lipids, 
saccharolipids and polyketides. They contain different 
biomolecules such as fats, waxes, sterols, fat-soluble vitamins, 
monoglycerides, diglycerides, triglycerides and phospholipids. 
The energy storage and signaling are the main biological 
functions of lipids molecules. Triacylglycerols (TAGs) are 
storage lipids for chemical energy that consists of three fatty 
acids bound to a glycerol backbone and it synthesizes to 
biological parts of plant species and microalgae [10]. 

The high proportion of saturated and monounsaturated fatty 
acids in lipid fraction of microalgae is considered optimal from 
a biodiesel quality standpoint, in that fuel polymerization 
during combustion would be substantially less than what would 
occur with polyunsaturated fatty acid-derived fuel [6]. 

B. Positive aspects of using algae as a feedstock 

Microalgae are among the fastest-growing plants in the 
world and about 20%-80% of their weight could be oil [1], 
[11], [12]. Microalgae have very fast reproduction cycles, and 
therefore capable to allow multiple and continuous harvesting 
of biomass year round unlike oilseed crops. It has much faster 
growth-rates than terrestrial crops. The per unit area yield of oil 
from algae is estimated to be from 20,000 to 80,000 L per acre, 
per year; this is 7–31 times greater than the next best crop, 
palm oil [4].  

Microalgal cultivation can occur on non-arable land, in 
brackish water thus reducing strain on resources required for 
the production of food crops whilst reducing other 
environmental effects. There is no need for use of chemicals 
such as herbicides or pesticides thus reducing costs and 
environmental impacts. In addition, these microorganisms 
require significantly less land, estimated 2% of the land 
required to produce the same amount of bio- diesel from oil 
bearing crops [4]. Growth of microalgae can effectively 
remove phosphates and nitrates from wastewater, thus making 
it an ideal substrate for the cultivation of microalgae for 
biofuels production whilst acting as a tertiary treatment for 
wastewater. Microalgae produce valuable by-products in the 
form of proteins, pigments, biopolymers and carbohydrates 
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such as docosahexanoic acid and carotenoids including 
antioxidant substances for commercial or pharmaceutical 
purpose [5], [11], [12]. Residual biomass post extraction offers 
methods for improving economics by using it as a fertilizer or 
for producing other high energy products. Microalgal biofuels 
are environmentally advantageous in that it is a carbon neutral 
fuel due to the photosynthetic fixation of atmospheric carbon 
dioxide. Microalgal growth actively utilizes 1.83 kg of CO2 for 
every 1 kg dry biomass produced [11].  

C. Challenges and opportunities for the use of microalgae 

 The technology for large scale production of microalgae 
already exists. Globally, current commercial production 
however is for high value products only such as pigments, 
antioxidants, amino acids and other additives to various 
industries e.g. the pharmaceutical. These ventures have 
established harvesting and processing methods but energy 
input is not of major concern due to the nature of the high 
value products [13]. The approach to large scale production of 
products such as lipids for biofuels production must however 
be approached differently in order to make the process feasible. 
The scale up of microalgal biomass production for biofuels 
must take into account various factors to aid in ensuring an 
economically feasible process. These include selection of 
cultivation method (open or closed system), the use of 
microalgae with a competitive advantage to avoid 
contamination, supply of nutrients and carbon dioxide and a 
viable source of water that has little to no environmental 
impact [4], [14]. In addition, nutrients should be obtained from 
a cheap source e.g. using urea as a source of nitrogen or 
wastewater as a complete medium. 

Considering the process (fig. 3), microalgal biomass 
harvesting is one of the major steps in upstream processing and 
this stage at large scale poses major challenges. Harvesting of 
25–33% of the reactor volume may be required daily for viable 
production of biodiesel [4]. 

The end results of many methods tend to be highly energy 
intensive and more complex [10], [15], [16]. Drying or 
dewatering of biomass is generally required as a pre-treatment 
prior to lipid extraction or use in various thermo- chemical 
conversion techniques. Moisture in the biomass will negatively 
interfere with the downstream processing and greatly influence 
the cost of product recovery [4], [13], [14]. 

 Drying may be achieved by spray drying, drum drying, 
freeze-drying, solar drying, as well as various forms of oven 
drying. Microalgal lipid is generally extracted from biomass 
before conversion to biofuels. This may be achieved by 
mechanical methods such as cell homogenizers, bead mills, 
ultrasounds, autoclave, and spray drying or non-mechanical 
methods such as freezing, utilization of organic solvents, 
osmotic shock, acid and base as well as enzyme reactions [1]. 
The method of choice of lipid extraction will depend on the 
type of microalgal cells grown and the thickness of the cell 
walls impeding liberation of intracellular lipids [4], [13]. 

However, many of these mentioned methods are not 
feasible at large scale due to high energy input requirements. 
The most appropriate method of lipid extraction to date is the 
use of solvents and in a large scale process, it implies a huge 
amount of solvents and economic cost in process input. 

Regarding growth step, there are important 
physicochemical parameters such as light intensity, pH, 
temperature, oxidation reduction potential (ORP), salinity, 
conductivity and nutrient composition inter alia which require 
rigorous optimization before scaling up can be considered [4]. 
When all these important variables affecting the microalgal 
strain of choice are known, it is desirable to design a suitable 
experimental run and generate and collate enough data for 
system testing and analysis. 

More technological advances for production of biodiesel 
from microalgae are needed in order to be truly sustainable 
[15]. So should focus attention on the maximum exploitation of 
microalgae biomass and minimize energy use but now 
considering a new approach to the experimental work, 
incorporating natural conditions that allow maximizing the 
biotic resources that have available, and definitely would allow 
reducing operating costs, e.g search of optimization of 
parameters of microalgae cultivation under natural daily light 
cycle.[1], [14]. 

III. GROWTH PARAMETERS TO ENHANCE THE LIPID 

PRODUCTIVITY 

While many microalgae strains naturally have high lipid 
content (20–50% dry weight), it is possible to increase the 
concentration by modifying the growth determining factors 
such as the control of nitrogen level, light intensity, 
temperature, CO2 concentration and harvesting procedure [1], 
[4], [17]–[19]. 

When microalgae are cultivated under sub- or supra-
optimal conditions they react and change their metabolic 
pattern and strategies, in order to cope with the difficulties 
under the specific environmental conditions. This dynamic 
change on the metabolic strategy affects the biomass 
composition, fluctuating the relative content of the bio- mass 
compounds. When the environmental conditions are extreme 
and microalgae grow under stress, they synthesize and produce 
various secondary metabolites [11], [12], [18].  

A serious concern about the cultivation of microalgae under 
stress conditions is the decrease of growth rates and 
consequently the decrease of the total production and 
productivity. However, this negative effect might be mitigated 
applying various techniques. One of the most suggested 
techniques is the cultivation of microalgae in multiple-stage 
process, in which in each stage optimum or appropriate 
conditions are applied. The most frequently suggested 
multiple-stage technique is the cultivation in two-stage 
systems, in which in the first stage optimum conditions are 
applied aiming the maximization of biomass production, while 
in the second stage, stress conditions are applied aiming the 
accumulation of the desired compound(s) [17], [19]. 
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Nevertheless, the cultivation in multiple stages might consume 
more energy in comparison to the one- stage systems, 
especially in those systems, in which harvesting of biomass is 
essential for forwarding it to the next stage [18] 

Change in cultural conditions may be used as a mechanism 
for the manipulation of metabolic pathways resulting in the 
redirection of cellular function to the production of desired 
products such as neutral lipids [11]. Optimization of growth 
and lipid yield is essential to the economic viability of 
production of biodiesel from microalgae. Lipid accumulation 
occurs naturally as a mechanism for energy storage during 
unfavorable conditions. The role of lipids in the growth of 
microalgae is as energy reserves and part of the structural 
components of the cell. Phospholipids and glycolipids are the 
primary components of cell wall structures and determine the 
fluidity of membranes under various conditions. This is 
achieved by being able to adapt quickly to changes in the 
environment by recycling of lipids and de novo synthesis [1]. 
Triacylglycerols (TAGs) are the primary storage components 
as energy reserves. The greater proportion of the lipids 
produced is TAGs which are produced as metabolic rate of 
microalgae slows [4]. Some microalgal species have high 
growth rates and the ability to produce high amounts of lipids 
under certain growth conditions. Lipid accumulation may be 
induced or effected by a variety of stress factors such as the 
removal or limitation of essential nutrients such as nitrogen as 
well as changes in inorganic carbon and light intensity [10], 
[13], [15]. Changes in cultural conditions may be used as a 
mechanism for the manipulation of metabolic pathways 
resulting in the redirection of cellular function to the 
production of desired products such as neutral lipid [4], [20]. 

Lipid accumulation generally has an antagonistic 
relationship to growth rate. Therefore it is important to 
determine the tradeoff between neutral lipid production and 
algal growth as part of the optimization for biodiesel 
production. E.g. nitrogen limitation has variable effects on 
different types of microalgae in terms of growth and cellular 
content. Amounts of lipid accumulation may be variable 
depending on the amount of nitrogen available [1], [17], [19], 
[20].  

The temperature, in turn, greatly affects the lipid profile of 
microalgae, such that at low temperatures the unsaturation 
increases [17], [21]. In other hand, the degree of higher light 
intensities are other conditions which substantially favor the 
accumulation of triglycerides with high saturation profile 
where low intensities in turn promote the synthesis of highly 
unsaturated polar lipids structurally and functionally associated 
with membranes [14], [22], [23]. Salinity and pH are other 

factors that modify lipid synthesis of various microalgae, 
however the type and amount of lipid produced also depends 
on the species and the amount of change of these variables[1], 
[4], [12]. 

A. Effect of light  

Under natural growth conditions phototrophic algae absorb 
sunlight, and assimilate carbon dioxide from the air and 
nutrients from the aquatic habitats. Therefore, as far as 
possible, artificial production should attempt to replicate and 
enhance the optimum natural growth conditions. The use of 
natural conditions for commercial algae production has the 
advantage of using sunlight as a free natural resource. 
However, this may be limited by available sunlight due to 
diurnal cycles and the seasonal variations; thereby limiting the 
viability of commercial production to areas with high solar 
radiation [1], [22]. For outdoor algae production systems, light 
is generally the limiting factor. To address the limitations in 
natural growth conditions with sunlight, artificial means 
employing fluorescent lamps are almost exclusively used for 
the cultivation of phototrophic algae at pilot scale stages [23]. 
Artificial lighting allows for continuous production, but at 
significantly higher energy input. Frequently the electricity 
supply for artificial lighting is derived from fossil fuels thus 
negating the primary aim of developing a price-competitive 
fuel and increasing the systems carbon footprint [1]. 

The luminostat regime (harvesting system works by 
controlling the amount of light output from the reactor) has 
been proposed as a way to maximize light absorption and thus 
to increase the microalgae photosynthetic efficiency within 
photobioreactors (PBR) [24]. In this study, simulated outdoor 
light conditions were applied to a lab-scale PBR in order to 
evaluate the luminostat control under varying light conditions. 
The photon flux density leaving the reactor (PFDout) was 
varied from 4 to 20 µmol photons m-2s-1 and the productivity 
and photosynthetic efficiency of Chlorella sorokiniana were 
assessed. Maximal volumetric productivity and biomass yield 
were found when PFDout was maintained between 4 and 6 
µmol photons m-2 s-1. The reactor experiments were performed 
under nutrient replete conditions and light was the sole factor 
limiting growth. The daily light cycle on an east–west oriented 
vertical panel surface in June in Huelva (Spain, 37⁰15´0¨North, 
6⁰57´0¨ West) was simulated and applied to the PBR front side. 
The 14mm light-path panel PBR, with a working volume of 1.7 
L was operated at the optimal growth temperature for C. 

sorokiniana of 37 ⁰ C using a temperature-controlled water 
jacket [24]. 
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Fig. 3. Stages of  production of  biodiesel from  microalgae [19] 

 

Under normal cultural growth conditions, e.g. with no 
nutrient stress, photosynthesis increases with an increase in 
light intensity until light saturation sets in, at which point the 
maximum growth rate will be attained. Photoinhibition and 
consequently decrease in microalgal growth rate is as a result 
of irradiance of the culture above the level of light saturation 
[3], [10], [16]. The outdoor production of microalgae therefore 
is also restricted by light limitation at the beginning, and end, 
of the day, and during the night period. Moreover, mutual 
shading of the cells at low sunlight levels or high biomass 
concentration will result in a dark zone inside the culture with 
negative rates of photosynthesis (respiration). This leads to a 
lower biomass productivity and lower overall photosynthetic 
efficiency [23], [25], [26]. 

Reference [25] developed the paper of studied the 
productivity of Chlorella sorokiniana in a short light-path 
(SLP) panel PBR under high irradiance. Under continuous 
illumination of 2,100 µmol photons m-2 s-1 with red light 
emitting diodes (LEDs) the effect of dilution rate on PBR 
productivity was studied. The light intensity used in this work 
is similar to the maximal irradiance on a horizontal surface at 
latitudes lower than 37 ⁰. During all chemostat experiments 
temperature was set at 37±1 ⁰ C and pH maintained at 6.7. The 
reactor was illuminated with a red LEDs panel composed by 
128 red LEDs. The maximal productivity was 7.7gdw m-2 h-1 
(m2 of illuminated PBR surface) and the photosynthetic 
efficiency was 1.0 g dw per mol photons. The conclusion was 
that this biomass yield on light energy is high but still lower 
than the theoretical maximal yield of 1.8 gdw mol photons 
which must be related to photosaturation and thermal 
dissipation of absorbed light energy. 

There are very few studies under variation of stress 
parameters in culture that have been made during the daily 
cycle of light, almost all studies to maximize the productivity 
of lipids under stress use a fixed amount of light and different 

photoperiods without considering the daily light cycle and 
these conditions are very difficult to reproduce and control in 
natural settings and large-scale cultures. 

The advantage of performing the studies with fixed 
photoperiod conditions allows to find the effect of the 
parameters of cultivation and which has influence on the lipid 
productivity without having to face the problem of 
photoinhibition or photorespiration that usually occurs under 
high solar irradiance as occur when considered daily light 
cycle. But it is necessary to develop studies that consider 
natural setting and natural light in order to increase the 
feasibility of microalgas biodiesel production. 

B. Effect of nitrogen depletion  

Lipid accumulation in microalgae occurs when a nutrient is 
exhausted from the medium or becomes the growth limiting 
factor.   

Nitrogen limitation or depletion is commonly used for the 
induction or increase of lipid content in microalgae and is 
regarded as the most effective method [18]. 

The nitrogen limitation which not only results in the 
accumulation of lipids, but also results in a gradual change of 
lipid composition from free fatty acids to triacylglycerol 
(TAG). TAGs are more useful for conversion to biodiesel. Cell 
proliferation is prevented but carbon is still assimilated by the 
cell and converted to TAG lipids that are stored within existing 
cells thereby increasing the concentration.  

However, increasing lipid accumulation will not always 
result in increased lipid productivity as biomass productivity 
and lipid accumulation are not necessarily correlated. Lipid 
accumulation refers to increased concentration of lipids within 
the microalgae cells without consideration of the overall 
biomass production. Lipid productivity takes into account both 
the lipid concentration within cells and the biomass produced 
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by these cells and is therefore a more useful indicator of the 
potential costs of liquid biofuel production.  

Research conducted to induce lipid synthesis small scale 
agree that under limiting nitrogen growth conditions is 
reduced, while there is great variation in lipid content and fatty 
acid profile [19]. 

In an experimental work were observed the effect of 
nitrogen concentration on the lipid accumulation showed that 
22.5%, 20.0%, 18.5% and 15.9% of lipid contents were 
obtained at KNO3 concentrations of 0.2, 1.0, 3.0 and 5.0 mM, 
respectively. It demonstrated that the lipid content decreased 
with the increase of nitrogen concentration KNO3 consumption 
of Chlorella vulgaris (Feed gas, 1.0% CO2; gas rate, 1.2 L/min; 
illumination, continuous; light intensity, 60 µmol photons m-2 
s-1 temperature, 25 ⁰ C.) [20]. 

Chlorella sp. was evaluated for ability to yield high of 
biomass and lipid productivity under normal and various 
nutrient-deprived conditions (nitrogen, phosphate-potassium, 
iron, and all three combined). Under normal conditions, after 
20 days of cultivation in Chu10 medium, yielded a biomass of 
2.58±0.07 g/L, with lipid content of 312.16±2.38 mg/g. The 
organism was able to respond with different levels of lipid 
accumulation. Among the various post-harvest treatments, 
nitrogen deprivation yielded the highest lipid productivity of 
53.96±0.63 mg/Ld, followed by the combined deprivation 
condition (49.16±1.36 mg/L d). FAME profiles of the isolate 
were found to meet the requirements of international standards 
for biodiesel. The study leads to the conclusion that nitrogen 
starvation as post-harvest treatment would be suitable for 
gaining maximum biomass productivity, and lipid content of 
high quality fatty acids (conditions included white photo-
fluorescence at a rate of 300 µmol m−2s−1, with 12/12 h 
light/dark photoperiod, at 24 ⁰ C) [14]. 

Reference [26] developed a research with the marine 
microalgae Dunaliella tertiolecta was used as a model 
organism and a profile of its nutritional requirements was 
determined. Inorganic phosphate (PO4) and trace elements: 
cobalt (Co2+), iron (Fe3+), molybdenum (Mo2+) and manganese 
(Mn2+) were identified as required for algae optimum growth 
(The temperature of the culture was maintained at 23 ⁰ C and 
pH was not controlled, algae cultures were set up in 650 mL 
culture flasks illuminated with one 12 inch, 8 watt fluorescent 
lamp and supplied with a feed of air/CO2 at 4%). 

Cultures deprived of nitrogen, (as nitrate), iron, and to a 
lesser extent, cobalt, accumulated substantially more lipid than 
control cells by day 3. Cultures deprived of other nutrients did 
not accumulate high levels of lipid. 

These studies confirm that nitrogen as the main regulator in 
the growth and accumulation of lipids. 

Lipids accumulation under nitrogen starvation growth 
condition is the most studied culture condition. In overall, this 
king of studies have been realized under one-factor-at-a-time 
(OFAT) design, i.e. other parameters like temperature, light 
and pH remained constants. 

C. Effect of temperature 

Temperature variations cause changes in growth rate, in the 
lipid content and composition of fatty acids in the cell, in 
addition to the effects are species specific [10], [17], [19]. 

In accordance with reference [17], variations of 
temperature and decrease in the concentration of nitrate in the 
medium continuous photon flux density of 70.0 µmol m−2s−1) 
resulted in a significant change in cell composition 
(Nannochloropsis oculata and Chlorella vulgaris) favoring the 
accumulation of lipid components in both microalgae during 
the batch growths. A decrease in the growth temperature from 
30 to 25 ⁰C led to an increase in the lipid content of C. vulgaris 
from 5.9 to 14.7%, while the rate of growth remained 
unchanged and, as a result, lipid productivity increased from 8 
to 20 mgL−1 day−1. Even in N. oculata, there was an increase in 
the lipid component passing from 25 ⁰C (13.9%) to suboptimal 
temperature conditions (7.9% at 20 ⁰C and 14.9% at 15 ⁰C). 
However, also the growth rate was significantly affected by 
changes in temperature, thus leading a lipid productivity which 
was approximately the same for all three growth runs. 

D. Effect of pH 

The range of optimal pH for algae varies with species. The 
optimal level of growth for many freshwater microalgae is 
close to 8 and deviation from this level subsequently leads to 
reduction in biomass. Microalgae such as Amphora sp. and 
Ankistrodesmus sp. have been shown to grow uninhibited at pH 
9 and 10 respectively [4], [27]. 

Reference [27] developed a work with variation of pH and 
two treatments (pH-regulation group and control group) were 
designed. The findings of the study prove that pH adjustment 
using acetic acid is efficient in cultivating C. zofingiensis in 
wastewater in winter for biodiesel production, the culture was 
exposed to sunlight in a daytime of December (light intensity 
of 835 ± 450 µmol m−2s−1), the range of average daily 
surrounding air temperature was from 6.0 to 17.2 ⁰ C; The 
results showed that higher biomass productivity of 66.94 
mg/Ld with specific growth rate of 0.260 day-1 was achieved in 
the pH-regulation group. The lipid content was much higher 
when using acetic acid to regulate pH, and the relative lipid 
productivity reached 37.48 mg/L. The biodiesel yield in the 
pH-regulated group was 19.44% of dry weight, with 16–18 
carbons as the most abundant composition for fatty acid methyl 
esters.  

Finally, pH can also affect the lipid metabolism. Low pH 
stress in Chlamydomonas sp. increased the total lipid content 
compared with higher pH values [19]. However in Chlorella 

spp. alkaline pH resulted in TAGs accumulation [4], [19]. 

IV. FROM LABORATORY TO A LARGE-SCALE CULTIVATION 

The move from laboratory to large-scale microalgae 
cultivation requires careful planning. It is imperative to do 
extensive pre-pilot demonstration trials and formulate a 
suitable trajectory for possible data extrapolation for large scale 
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experimental designs [4], [12], [22]. It is imperative to do a full 
optimization study at lab scale before considering scaling up. 
The volume at which large scale operations capacity must be 
established and the correct amount of seed culture for 
inoculation must be calculated [12], [27], [28]. 

All the details with regard to experimental design, data 
collation and parameter monitoring must be properly 
scheduled. At this point, the pilot scale experiments will enable 
the assessment of biomass and oil yields [4]. 

The one-factor-at-a-time approach for optimization 
experiments is frequently used for optimization studies despite 
being associated with drawbacks such as being time consuming 
and labour intensive and this strategy do not let to know the 
effect of interaction between factors. To date some workers 
have used the response surface methodology for optimization 
studies and this is reported to be fast and a large set of 
experiments can be done simultaneously [12], [28], [29]. 

Solar irradiance also varies throughout the year and outdoor 
cultivation clearly leads to a more complex operation process 
than during continuous cultivation based on artificial light [4], 
[24], [25]. 

Therefore, the accumulation of a specific compound can be 
triggered using more than one stress factors and the topic of the 
optimization of a desirable compound under stress conditions 
and natural settings is of particular significance and more 
research is needed. 

V. FUTURE PROSPECTS AND CONCLUSSION  

Were reviewed separately each of the factors that have 
shown influence on lipid productivity, but these studies have 
been performed varying one-factor-at-a-time while other 
factors are fixed, this prevents understand the interactions that 
exist between factors and does not reveal its effect on the 
response variable. Moreover, the studies were performed under 
artificial light without considering what effect it would have if 
instead it simulates a day of daylight. 

In terms of seeking to optimize the process is imperative to 
consider to be performed studies that seek to optimize variables 
culture but considering daylight conditions and other natural 
settings as the main criterion, it could not be done in otherwise 
since the energy to keep growing under a regime artificial light 
would not be profitable. Of course, this should have other 
considerations, for example the effect of photosaturation and 
an increase in culture temperature with high irradiance, effects 
of photorespiration and affectation on biomass productivity, 
the solar irradiance also varies throughout the year and outdoor 
cultivation, etc. All of these situations must be considered. 

Certainly, research is needed to find strategies and solutions 
to each of these obstacles. We intend to develop a laboratory 
scale work where seeks to optimize the productivity of lipids in 
microalgae cultivation varying stress conditions and simulate a 
system of natural light into two different seasons of the year 
under natural photoperiod. 

The goal is to obtain the information necessary to scale the 
process from laboratory to pilot plant process and after 
continue boosted the research to get a large-scale process. 

Considering that other stages of the process represent a 
huge energy cost, any energy savings in this way that can be 
achieved in the cultivation is very relevant to achieve the 
profitability on the industrial scale production of biofuels from 
microalgae. 
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Abstract— In fuel cells membraneless the use of three-

dimensional microporous electrodes increases the geometric 

area, allowing increase the power density. Applications that can 

range from future biomedical applications to replacement of 

batteries are now achievable by the incorporation of electronic 

interfaces based on boosters. 

Keywords: Fuel cell, microelectronic, electrodes. 

I. INTRODUCTION  

Recent increasing demands on small-scale power 
sources for portable electronics have significantly impulsed 
the interest in miniaturized fuel cells. [1] The fuel cells, which 
defined as electrochemical devices that convert the chemical 
energy of a fuel into electrical energy. Among the different 
types of equipment that can meet this energy demand, we can 
find a microfluidic fuel cells, which are characterized by 
output power and reaction sites confined in a channel with 
measures in the range of 1-1000 um without physical 
separation as a membrane. This multidisciplinary field lies at 
the interface of engineering, chemistry and biology and has a 
wide range of applications including drug discovery, 
biomedical analyses, genetics, proteomics, and energy 
conversion. [2]. 

 
Also within the extensive research on microfluidic 

cells can find use with different types of fuels such as glucose 
[2] [4], formic acid or glycerol, optimization at different 
concentrations of fuel [5] and its application [6], to which 
now intend to give them uses from diagnostic systems, 
measurement and medical treatment bioinstrumentation 
systems for organic fuels or purposes as future replacements 
for conventional batteries in the case of inorganic fuels taking 
into that a fuel cell produces electricity from an external 
source of fuel and oxygen as opposed to the limited storage 
capacity of energy possessed by a battery, giving at the 
microfuel  cell  a great advantage. 
 
However, amount of energy produced is not enough for most 
electronic devices on the market today. For that reason DC / 
DC boosters are employed as electronic interfaces. Those 
devices were fabricated and tested for low power sources 

such as microbial fuel cells in which the typical voltage of 
0.3V obtained was increased to 3V obtained [7]. Another 
successfully work that have integrated booster with a battery 
was developed by Du in 2011 [8]. However, these studies 
have not integrated into a single component the producer of 
energy and its booster, so in this paper the idea of using 
fiberglass replacement of acrylic for the realization of cells it 
is proposed, with the advantage that the fiberglass is coated 
with a thin layer of copper where the booster circuit is 
constituted to thus be able to have a single device. 

However the few works so far reported use these 
booster solutions coupled to a low power source, this work 
present the results of the evaluation of three-dimensional 
electrodes of Toray paper carbon microfibers tested in a 
membraneless microfuel cells, and its integration with a 
microelectronic interface. 

 

II. EXPERIMENTAL 

 

A. Design of microfuel cell 

Fiberglass plates used as supporting plates were 
designed and patterned employing a computer numerical 
control (CNC) micromachining system. The cell design used 
in this study is inherited from reference [9]. 3D electrodes 
were made using commercial Toray paper carbon, the 
electrocatalysts were deposited onto 3D electrode surface by 
spray technique Pd/C (ETEK, 20 wt %) and Pt/C (ETEK, 20 
wt %) as the anode and cathode electrocatalysts, respectively, 
with a base metal loading of 0.6 mg. 

B. Fuel and Oxidant 

Anolyte and catholyte were prepared using 0.5 M. 
H2SO4 as the electrolyte. The cathodic stream was bubbled 
with high purity oxygen before injected into the cell, where it 
was combined with oxygen from air in the air-breathing 
cathode (open window of 0.22 cm2), and the anodic steam was 
mixed with formic acid (1.5 M) and bubbled with nitrogen 
for 15 min. 
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C. Construccion a voltage boost 

 
The voltage booster used consists in an integrated 

TS 3310 model (Touchstone Semiconductors), with an array 
of resistors, capacitors and inductors, connected together 
through a series of tracks delineated by a microCNC system 
on one side of the fiberglass cell. As can be seen in Fig. 1. 

Fig. 1. - Design and construction of booster in fiberglass coated 
with copper. 

 

III. RESULTS AND DISCUSSION 

The performance evaluation of the cell was constructed as 
follows, you must first let it run until the open circuit potential 
(OCP).This stabilized, remaining at 0.9 V, once there we 
proceeded to give you three characterizations: density power, 
endurance and stability of the system. These characterizations 
were performed in the following order, first was made a 
measurement of resistance, then a discharge and finally an 
analysis of its stability. 

A. Polarization curves 

 
The power density characterization was performed by shocks 
to the micro fuel cell, shown in 3 different tests described 
below:  
Test 1; when stabilize the OCP.  
Test 2; after connecting the voltage booster circuit with a 
LED for 20 minutes. 
Test 3; after the stability test with flow 450mV. 
Finding the following results. test 1 (Fig. 2) shows a power 
density of 77 mW cm-2, which is very good outcome bought 
with the results of similar cells [9], as shown in test 2, 20 
minutes after the system show 73 mW cm-2 due to this 
stabilization. Finally in test 3, a value of 75 mW cm-2 was 
found, which compared with tests 1 and 2 are very similar. 
Showing the measurement of these parameters which is the 
power density of the microcell after being subjected to 

different loading conditions and flow it is noteworthy that the 
tests are performed one after others, also be noted that the 
membraneless device using 3D electrodes whit integrated 
LED worked by 20 minutes, this way it demonstrated the 
device can operate continuously (Fig. 5). 
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Fig. 2. -Polarization and power density curves after four testes at 

1.5M HCOOH formic acid fuel, flow rate of 6ml / h at 25 ◦C at room 
temperature. 

 

B. Resistence 

For the characterization of resistance, we proceeded as in 
the characterization of polarization curves, using three testes 
previously described in the previous section, and found the 
following results (Fig. 3), in test 1 a resistance of 40 Ω which 
is within results expected to not be so resistant comparing it 
with Moreno Zuria [5] finally tests 2 and 3 were performed 
giving similar values 37 and 32 Ω, respectively. The 
impedance values practically are similar after the tests 
therefore the lifetime of membraneles device increase 
without affecting the performance. 
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C. Cronoamperometry 

 
Finally, stability tests of 20 min. were performed by 
chronoamperometry in the cell at 450 mV, with flow at 6 mlh-
1, to see how is your right through time behavior, 
demonstrating that formation of CO2 over time promotes 
certain loss of current density, which is a challenge to solve 
to improve stability. (Fig. 4). Likewise a test voltage stability 
of the microcell connected to the booster was performed. 
Showing that although the voltage tends to decrease, the 
device continues to operate in an appropriate way, as can be 
seen in Fig 5. 
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Fig. 4. Cronoamperometry 

 
Fig. 5. - Curves of voltage with booster. 

 
 

IV. CONCLUSION 

In summary, this paper gave an evaluation of how the use of 
3D electrodes in membraneless devices allows to increase the 
availability of catalysts and consequently the output power, 
so it could give a more tangible fuel cells by adding an 
elevator application voltage, achieving integration of 
components into a single device permitting this make way for 
future more complex applications.. (Fig. 6) 
 
 

 
 

Fig. 6.  Fuel cell and booster integrated in a chip lighting a LED 
 

REFERENCES 

 
[1] Kjeang E., N. Djilali y D. Sinton, 2009, Microfluidic fuel cells: A 

review, J. PowerSources, 186, 353-369. 

[2] J. Clerk Maxwell, A Treatise on Electricity and Magnetism, 3rd ed., 
vol. 2. Oxford: Clarendon, 1892, pp.68–73. 

[3] Cuevas-Muñiz, F. M., et al, 2012, Glucose microfluidic fuel cell based 
on silver bimetallic selective catalysts for on-chip applications, J. 
Power Sources 216, 297-303. 

[4] Morse J.D., 2007, Micro-fuel cell power sources, International Journal 
of Energy Research, 31, 576–602. 

[5] Moreno-Zuria, A., et al, 2014, Direct formic acid microfluidic fuel cell 
design and performance evolution, J. Power Sources 269, 783-788. 

[6] Kundu A, et al, 2007, Micro-fuel cells—Current development and 
applications, J. Power Sources 170, 67–78. 

[7] Wu, Peter K., 2011, A low power DC/DC booster circuit designed for 
microbial fuel cells. Process Biochemistry, DOI: 
10.1016/j.procbio.2011.06.003. 

[8] Du, Yang, et al, 2011, Battery-integrated boost converter utilizing 
distributed MPPT configuration for photovoltaic systems. Solar 
Energy, 85, 1992–2002. 

[9] E. Ortiz-Ortega, et al, 2014, A nanofluidic direct formic acid fuel cell 
with a combined flow-through and air-breathing electrode for high 
performance.  Lab on a chip. DOI: 10.1039/c4lc01010h 

75



 Synthesis of hydroxyapatite nanostructures by 
microwave assisted hydrothermal method   

Luis A. Baltazar #1, Velázquez-Castillo R. #2, Alanís-Gómez R. #2, Cabrera-Torres J.L. #3, Néstor Méndez  #4 
#1 

Facultad de Ingeniería, Universidad Autónoma de Querétaro, Cerro de las Campanas s/n, C.P. 76010 Querétaro, Qro., 

México 
1 luiis.armandoo10@gmail.com 

#2 
División de Investigación y Posgrado, Facultad de Ingeniería, Universidad Autónoma de Querétaro, Cerro de las Campanas 

s/n, C.P. 76010 Querétaro, Qro., México 
2 rodrigo.velazquez@uaq.mx 
2 j.rafael.alanis@gmail.com 

#3 
CENAM, km 4.5 Carretera a los Cués, C.P. 76246, El Marqués, Querétaro, México 

3 j.cabrera@cenam.mx 
#4 

Centro de Física Aplicada y Tecnología Avanzada, Universidad Nacional Autónoma de México, A. P. 1-1010, Querétaro, Qro. 

76000, México 
4 nestorm_3@yahoo.com.mx 

 
 

Abstract— Hydroxyapatite (HAp) nanofibers have been 

synthesized by microwave heating using Ca(NO3)2, glutamic acid, 

K2HPO4 and KOH as precursors. The precursor concentration 

was the same in all experiments, also was varied temperature, 

heating time, the ramp and the retting time in each reaction. 

Quartz tubes were used to place the precursor mixture to 

microwave heating, which makes it easier to obtain such Hap 

nanostructures. The following characterization techniques X-ray 

Diffraction (XRD), X-ray fluorescence (XRF),  Scanning Electron 

Microscopy (SEM) and Transmission Electronic Microscopy 

(TEM) were used to assess the HAp phase obtained, the Ca/P 

ratio, morphology and nanostructure of the synthesized 

structures were used. 
 

Keywords—hydroxyapatite; microwave heating; nanofiber; 

nanostructure 

I. INTRODUCTION (HEADING 1) 

Synthetic Hydroxyapatite (HAp), Ca10(PO4)6(OH)2, is a 
bioactive material that is chemically compatible with biological 
apatite in both, composition and structure. This is the main 
mineral constituent of hard human tissues such bones and 
teeth, and possesses excellent biocompatibility and bioactivity, 
HAp has been widely used in health-related fields as a material 
for damaged bones or teeth, important implant and scaffold 
materials and drug delivery agents [3]. Bioactivity is 
influenced by several factors such as the Ca/P ratio, content of 
carbonate or other ions, crystal size, morphology and sample 
texture [1]. 

Natural bone minerals are nanostructured non-
stoichiometric Hap of dimensions 20 nm in diameter and 50 
nm long. Nanocrystalline HAp has proved to be of greater 
biological efficacy in terms of osteoblast adhesion, 
proliferation, osseo-integration and formation of new bone on 
its surface [1]. 

 

Different methods have been used for nanocrystalline HAp 
synthesis such as hydrothermal, mechanochemical, 
electrospinnig, chemical precipitation, and microwave 
irradiation can be effectively used for fabrication of 
Nanostructures HAp. Depending upon the technique, materials 
with various morphology, stoichiometry, or level or 
crystallinity have been obtained [1-2]. 

Even thought various synthesis methods have been used to 
fabricate nanosized HAp structures, there are intensive 
interests to find mild and rapid ways for synthesis of pure 
HAp nanoparticles. Microwave synthesis is a fast, simple and 
efficient method to prepare nanosized inorganic materials. 
Compared with conventional methods, microwave synthesis 
has the advantages of rapid growth, small particle size and 
narrow particle size distribution due to fast homogenous 
nucleation .Microwaves play an important role in reactions in 
aqueous media, increasing the yield of precipitations, and have 
been used for preparing HAp in less than 45 min. Precipitation 
of nanosized HAp using microwave irradiation has also been 
reported. The thermal stability of microwave synthesized HAp 
increases with increases in the aging time, microwave 
irradiation time and power [1-3]. 
 

Many efforts have been aimed to produce HAp with 
controlled morphology and dimension using this type of energy 
source. In addition, the used of pressured Teflon or quartz 
vessels in combination with a heating by microwaves helps 
maintaining homogeneous temperature and pressure in the 
whole reacting mixture bulk and as a consequence, the crystal 
growth is easier to control obtaining HAp nanostructures with 
controlled dimension and with a preferential crystal orientation 
[3]. 
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The mains objectives of this research are the obtaining of 
HAp nanofiber with diameters in the order of nanometers and 
lengths of micrometers. The HAp nanostructures will be use on 
the synthesis of a composite biomaterial which a potential 
applications in medicine and odontology [3]. 

II. MATERIALS AND METHODS 

A. Shyntesis 

For the synthesis of HAp by microwave assisted 
hydrothermal method, the reacting mixtures were prepared in 
two steps. Initially, one solution made of glutamic acid 
[C5H9NO4∙H2O] and calcium nitrate [Ca(NO3)2∙4H2O] was 
prepared in tri-distilled water. The two components were 
dissolved by mechanical agitation during 2 hours at 60o C [2]. 
In other hand, other solution of monobasic potassium 
phosphate [KH2PO4] mixed with potassium hydroxide [KOH] 
was prepared in tri-distilled water 

Finally, both solutions were mixed and this reacting 
mixture was spilled inside quartz vessels at once. Each vessel 
contained 50 mL of the mixture which were closed 
immediately and placed within a microwave oven (Synthos 
3000 by Anton Paar). The power used in the oven was 1200 W. 
All synthesis reactions were carried out at 170o C. The 
concentration of all reagents remained constant in the reacting 
mixture to evaluate its possible effect on the morphology and 
microstructure of HAp nanostructures. The Table I summarize 
the chemical composition of the different reacting mixtures 
used in this research.  

The heating rate, the reaction time and the cooling time as 
shown in Table X, these conditions were varied to observe 
possible changes in the morphology of the HAp nanostructures. 
After heat treatment the samples were oven dried at room 
temperature for 24 h for further characterization. 

B. Characterization 

In order to identify which HAp crystal phase was obtained, 
each of the HAp nanostructures synthesized were analyzed by 
X-Ray diffraction by powder (XRD) using a D8 Advance 
diffractometer built by Bruker. The operation condition in the 
diffractometer were 30 kV and 30 mA using the CuK 
radiation with a wavelength of = 1.5406 Å. The 
measurements were made from 10 o through 90o on a 2 scale 
with a step size of 0.05°. 

In addition, observations of the morphology and 
microstructure of the samples were made using a scanning 
electron microscope JEOL JSM-6390 LV. The accelerating 
voltage employed in the microscope was 20 kV and all the 
images were formed from secondary electrons.  

Morphology and microstructure were observed using a 
JEOL JEM-2100F using 120 kV as accelerating voltage. 
Moreover most of the images were analyzed using the software 
Digital Micrograph by Gatan in order to analyze the HAp 
nanostructure of nanofibers. 

 

 

TABLE I.   
FORMULATION OF REACTING MIXTURES AND REACTION CONDITIONS 

Reacting Quantity 
(gr) 

Heating rate 
(min) 

Cooling time 
(min) 

Glutamic acid 1.144 15 10 

Calcium 
nitrate 

4 10 15 

Monobasic 
potassium 
phosphate 

0.9272 15 15 

Potassium 
hydroxide 

0.736 15 10 

 
XRF analysis was performed to determine the Ca / P ratio 

of HAp samples and to determine the presence of any impurity 
substance or residual precursors. The samples were dispersed 
in 1 mL of isopropyl alcohol as dispersing agent and iron was 
added as internal standard. 

 

III. RESULTS AND DISCUSSION 

The XRD results confirmed the obtaining of synthetic HAp 
crystals. Phase identification was made by comparison with 
some powder diffraction files (PDF´s) corresponding to 
different synthetic HAp phases. The more similar phases were 
those corresponding to the PDF’s 86-1199 and 86-1203. All 
samples synthesized produced alike XRD results which 
showed in the fig. 1. The most relevant is the signal at 32.65° 
of 2θ which is related to the planes (300). This signal is more 
intense than that at 31.60°corresponding to the planes (211) 
which is the most intense signal in the PDF´s. As a 
consequence, the abundance of planes (300) is indicative that 
there is a preferential crystal orientation in the [300] 
direction.in the HAp nanostructures. 
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Fig 1 X-Ray diffraction pattern by powders of the HAp samples by 
identification of the HAp phases. 
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Fig 2 Micrographs of Nanofibers obtained by: SEM a) and b) showing morphology and topology of Nanofibers, and HREM c) displaying the atomic array of the 
HAp crystal structure and d) a detail of one nanofiber morphology.  

 

Observations through SEM revealed that from all the 
synthesis reactions, nanofiber structures were obtained with a 
homogeneous diameter as can be seen in figures 2a and 2b. 
The length of the nanofibers varied as a function of reaction 
time, the longer of reaction time, the larger of length in the 
nanofibers. The thickness also showed a small variation with 
the reaction time.  

Samples of HAp nanofibers were observed by TEM. In the 
figure 2c is possible to see a periodic arrangement of lines 
which correspond to the HAp crystal structure. The regularity 
in the lines distribution is an evidence of a high crystallinity 
structure.  Using the software Digital Micrograph by Gatan it 
was possible to determinate the distance between lines in the 
images and they were of 2.72Ǻ which corresponds to the 
interplanar distance among the (300). This result agrees to that 
found in the X-Ray diffraction. 

 

The samples were analyzed by XRF to determine the Ca / P 
ratio, which is important in HAp structures. All the samples 
analyzed showed similar Ca / P ratios as those portrays in 
Table II. 

 

TABLE II.  CA/P RATIO OF THE SYNTHESIZED SAMPLES 

# Sample %P %Ca  Ca/P ratio  

1 32.54 67.46 2.073 

2 33.20 66.80 2.012 

3 33.02 66.98 2.091 

4 34.04 65.92 1.934 

 

IV. CONCLUSIONS 

HAp nanostructures were synthesized using the microwave 
assisted method. The reaction conditions used in the synthesis 
processes helped to obtain a reproducible structure (nanofibers) 
and a preferential crystal orientation in the [300]. The Ca / P 
ratio present in all synthesized samples was similar and the 
average is about 2, indicating that the variations on the 

a) b) 

d) c) 
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synthesis reactions conditions were not significative to affect 
the Ca / P ratio.  
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Abstract— The interest for the biological properties of several 

antioxidants has increased within the medical, pharmaceutical 

and food industries. Flavonoids, a class of dietary antioxidants, 

have demonstrated that possess many properties that are 

beneficial for human being, including anticancer, anti-

inflammatory, antiviral, antibacterial, and anti-aging properties. 

Strong evidences have showed that quercetin, the most abundant 

flavonoid in plant kingdom, have the capability to inhibit free 

radical and metal ions that acting as precursors of many chronic 

degenerative diseases related to oxidative stress. However, the 

use of quercetin to exert its biological properties is limited by its 

low water solubility and instability under different conditions 

(temperature, light and pH). The use of nanocarriers in order to 

protect and to carrier different biomolecules has been used lately. 

Nevertheless, biomolecules need to be delivered in order to exert 

their biological activities; thus, there is a need for the creation of 

new nanocarriers in order to let the antioxidant act immediately. 

The aim of this work was to conjugate quercetin in the surface of 

silica nanoparticles, evaluating its physicochemical properties. 

Electrochemical analyses were carry out to evaluate that 

quercetin is able to develop antioxidant activities. Results showed 

that we obtained small silica nanoparticles and that quercetin 

was successfully conjugated on silica nanoparticle´s surface. 

Electrochemical studies indicated that the conjugation of 

quercetin did not affect their ability to exert antioxidant 

activities. 

Keywords— quercetin (Qc), silica nanoparticles (SiNP), 

conjugation, physicochemical characterization. 

 

I. INTRODUCTION 
Today, the increase of chronic degenerative diseases such 

as obesity, cardiovascular disease, hypertension and cancer, are 
the order of the day, so, crate a product that can prevent and 
helps us to fight against these diseases is of great interest, and 
the system synthesized in this work (SiNP-Qc) would be very 
helpful to society. 

The interest for antioxidant have been increased, since have 
been demonstrated to possess the ability to prevent many 
chronic degenerative diseases, such as cancer, diabetes, 
obesity, neurological diseases and cardiovascular diseases [1]. 

Flavonoid a subclass of dietary antioxidant, have many strong 
evidences that can exert the biological properties mentioned 
above [2]. Among them, quercetina (3, 3’, 4’, 5, 7-
pentahydroxy flavone, Figure 1) is a flavonoid that has been 
reported to have a particularly high antioxidant activity [3, 4, 
5], is abundantly found in edible fruits, vegetables and 
medicinal plants [6, 7]. It has a wide range of 
chemotherapeutic activities for many diseases such as anti-
cancer, anti-inflammatory, anti-viral and anti-oxidant [8]. 
However, the strong anti-cancer therapeutic behavior is well 
exhibited in colon, breast, ovarian and lung cancer cells [9, 10]. 

 

 
Figure 1. Chemical structure of quercetin [11]. 

 
Many flavonoids have been shown to inhibit tumor 

formation, but quercetin has always stood out as the most 
effective. Quercetin not attack directly to tumors. Instead acts 
by preventing cancer cells from dividing. Quercetin was the 
first compound inhibitor of tyrosine kinase (these proteins are 
located on the cell or close to membrane, when activated 
tyrosine kinases send powerful signals to the nucleus informing 
cancer cells is time divided) tested in a human trial, as a 
potential treatment for breast cancer, the quercetin appears to 
act uniquely [12, 13], quercetin is also used to treat malaria, 
HIV and cardiovascular diseases in addition to the cancer cells 
[14–16].  
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The solubility in aqueous media, permeability, oral 
bioavailability and biodegradation are poor for the quercetin 
which limits its applications in pharmacology [17]. 

 
This Flavonoid is unstable under conditions encountered 

during foo/Pharmaceutical products processing (temperature, 
light and pH), in the gut (pH, enzymes, presence of other 
nutrients) or during storage (light, oxygen) [18, 19]. These 
factors limit the beneficial properties and potential health 
benefits of this compound in functional food or pharmaceutical 
products [20]. Consequently, it is necessary to develop a way 
to give stability and resistance to external agents who could 
affect this biomolecule, that´s why in this work we 
functionalized silica nanoparticles with quercetin. 

 
The aim of nanotechnology applied to medicine is develop 

tools to diagnose, prevent and treat some advanced disease or 
at the onset of development using devices, systems and 
technologies including nanostructures able to interact at the 
molecular level and which are interconnected at cell. Some 
showing these advantages is that nanosystems are more stable, 
more reactive and more surface contact with. The silica-based 
nanoparticles have a dominant role because of its fundamental 
characteristics, such as size (usually 5-1000nm), unique optical 
properties, high surface area, low density, adsorption capacity, 
capacity encapsulation, low toxicity and biocompatibility [21]. 
These features lead to SiNPs to be used as a matrix of inert 
solid support or entrapment. The surface of the silicon 
nanoparticles is easily modified with various chemical agents 
which enable the bio-conjugation addition that these particles 
are able to penetrate cell membranes and nuclei [22]. 

 
Therefore, the aim of this work was synthetized silica 

nanoparticles by the modified Stöber method, the process was 
discovered in 1968 by the scientist Werner Stöber [23], who 
developed a simple method for obtaining silica nanoparticles 
through the polycondensation of TEOS (tetraethyl 
orthosilicate) in half alcohol and ammonia catalyzed.  This 
with the purpose to attach the quercetina to the silica 
nanoparticles and coffer them resistance to environmental 
factors, without affect the anti-oxidant activity of the quercetin. 

 
II. METHODOLOGY 

A. Materials 
 
TEOS (tetraethyl orthosilicate), distilled H2O, ammonium 

hydroxide (NH4OH), ethanol (C2H6O), APTES (3-
Aminopropyl)triethoxysilane, quercetin. 

 
B. Methods 
 

1. Synthesis of silica nanoparticles (SiNP). 
The synthesis of the silicon nanoparticles was performed by the 
technique of Stöber modified, mixed 20ml of ethanol, 1 ml of 
distilled H2O and 0.32 ml of NH4OH, is put under stirring and 
then 5 ml of TEOS were added with stirring 5 hours.  

After the solution was placed in a crucible and in the hood to 
remove the solvent, after drying is crushed with mortar, 
suspended in water and filtered, subsequently placed in the 
oven for 12 hours at 80 ° C. 
 

2. Adding the amine coupling to the SiNP (SiNP-NH2). 
 

0.2 g sample of SiNP are suspended in 150 ml of H2O, and 
after stirring for 5 minutes, were added 0.2 ml of APTES (1: 
1), stir at 65 ° C for 24 hours, filtered and washed with 
distilled H2O and dried in oven at 80 ° C for 12 hours. 
 

3. Functionalization of SiNP-NH2 with quercetin (SiNP-
Qc). 
 

100 mg of SiNP-NH2 and 10 mg of quercetin (10% ww) are 
suspended in 150 ml of H2O with stirring for 12 hrs at room 
temperature, avoiding the entry of light and oxygen could 
result in some degradation in the reaction of flavonoids. After 
this time, the SiNP-Qc are suspended in water and freeze at -
201 ° C for 12 hrs. After this time of freezing, the samples 
were subjected to a freeze drying for 48 h. The dried samples 
were stored in amber vials and in environments without oxygen 
to prevent degradation. The figure 2 show a scheme that 
represents the path of synthesis to get the SiNP-Qc.  
 

III. RESULTS AND DISCUSSION 
 

The particle size was determined by the technique of laser 
light scattering using a Zetasizer (Malvern Nano-S 
Instruments® model). A small portion of nanoparticle powder 
was put in deionized water and dispersed by ultrasound for 20 
minutes, the clear dispersion was placed in its light scattering 
and measured with the following parameters: position 
measuring 4.65 nm, attenuator 11 measurement time 20 
seconds, 3 replicates were made with three replications 
(TABLE 1). 
 

TABLE 1. Nanoparticle size. 

 
 

 
The zeta potential (ζ) of the systems was determined with a 
Zetasizer 4 (Team AcoustoSizer II s/m, Brand Colloidal 
Dynamics), equipment units are expressed in minivolts (mV). 
Sample was dispersed in deionized water previously adjusted 
to a pH of 7.2-7.4 using dilute HCl or NaOH to reach a final 
concentration of 0.5% (0.25 g sample in 50 ml water) solution. 
The samples were dispersed by magnetic stirring and placed 
on your computer. The sample was recirculated in the team for 
1 minute and 3 replicates were performed with three replicates 
to evaluate the zeta potential (TABLE 2). 
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Figure 2. Preparation of SiNP-Qc, as can be seen, the process consist in three steps, first get de SiO2 nanoparticles, second, add 
the amine coupling to the SiNP and finally functionalized them with the quercetin. 
 
 
 

TABLE 2. ζ potencial. 

 
 
 
 

 
The analysis of the FT-IR spectra (Figure 3) confirm the 
introduction of the different functional groups onto the surface 
of SiO2. It shows the bare SiO2, the absorption peak at 1020 - 
1110 cm-1 is assigned to the Si-O-Si asymmetric stretching 
vibration, and the peaks at 960 cm-1 are ascribed to the 
asymmetric bending and stretching vibration of Si-OH, 
respectively. Figure 2 also shows the asymmetrical 
deformation vibration of the amino group at 1425 and 900 cm-

1, indicating the amino groups were fixed onto the SiO2 
particle surface successfully [24]. 
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The FT-IR spectrum of Qc is showed in Figure 2 too; where 
the OH stretching (3700-3000 cm-1), characteristic absorption 
band of the group C=O (1662 cm-1), observed bands groups 
CC stretching (1618 cm-1) bands push-CH (1456.1383 and 
866 cm-1) bands allocated to stretch the bond between the 
oxygen and the ring C (1272 cm-1) and stretches of links CO 
(1070-1150 cm-1) [25]. 

Figure 3. FTIR spectra (a) SiNP-Qc, (b) SiNP-NH2, (c) SiNP, 
(d) Qc. 
 
We arrived at the conclusion that the link between the SiNP-
NH2 and the Qc is through their electrostatic charges and by 
hydrogen bonds. Figure 4 show the representation link between 
the molecules mentioned [22]. The antioxidant activity of a 
flavonoid is due to the donation of hydrogen and electrons, and 
the number, position and conjugation of the hydroxyl groups. 
The free hydroxyl groups, together with the carbonyl group are 
electrons donors. 
 
 

 
 

Figure 4. Representation of the link from our systema [22]. 
 
To determine the antioxidant capacity of our compound we 
used two techniques, cyclic voltammetry and TBARS test. The 
cyclic voltammogram is between the Qc and the SINP-Qc 
(Figure 5), is an electronic transfer of the two compounds. In 
the pure Qc the oxidation of the catechol 3’, 4’-dihydroxyl 
electron-donating groups, occurs first, at very low positive 
potentials, and is a two electron two proton reversible reaction 
[26], the slipping in the SINP-Qc system first peak indicates 
that electron donation catechol group of quercetin is faster than 

Qc, hence increases its antiradical activity; the second peak of 
the SINP-Qc is delayed relative to the pure Qc, this is related to 
decrease in the antioxidant activity of OH groups. 
 

 
Figure 5. Cyclic voltammograms of Qc (1) and the quercetin 
coupled to the surface of silica nanoparticles, SiNP-Qc (2). 
 
TBARS test is in phosphatidylcholine liposomes that are made 
into (lipid present in the human body) size of 100 nm using 
min extrusion, then reacted with Fe: EDTA and H2O2. The 
union between Fe and H2O2 creates free radicals HOO, 
affecting the liposome membrane. When liposomes are 
oxidized, degradation product is generated, the 
malondialdehyde (MDA). In this test we observ a lower 
production of MDA using our system SINP-Qc than the Qc 
alone, which proves that our system is more reactive and 
effective (Figure 6).  

Figure 6. MDA concentration produced by the oxidation of 
phosphatidylcholine liposomes by peroxyl radicals after 24 hrs. 
The treatments evaluated were quercetin in concentrations of 1 
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and 5 µM quercetin and silica nanoparticles coupled with 
quercetin at concentrations of 1 and 5 µM = 10 mM PBS 
negative control. Positiv Control = PC + H2O2 (1 µM) + Fe: 
EDTA (1 µM) + PBS 10 mM.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. SEM images of the synthetized system SiNP-Qc.  
 
Figures 7 ‘A’ and ‘B’ shown the micrographs corresponding to 
the formation of the silica nanoparticles functionalized with 
quercetin (SiNP-Qc), as can be seen, the particles are semi 
spherical and are slightly agglomerated, but how the SiNP are 
spherical this are the expected results. 
 

IV.CONCLUSIONS 
 
The coupling of quercetin on silica nanoparticle was 
successful, the electrochemical tests show that the antioxidant 
activity of quercetin is not compromised with the link between 
the silica nanoparticles and the quercetin, however antioxidant 
capacity enhancement and the nanoparticles are stable at a pH 
of 7.4. The synthesized system SiNP-Qc would be useful in 
biomedicine by the properties of the flavonoid, moreover, the 
flavonoid would have a longer shelf life thanks to the silica 
nanoparticles. With this biofunctional system we have hope to 
create products that help us to have a better quality of life, 
preventing oxidative stress related diseases. Besides this 

system could be a potential anticancer agent for treating breast 
cancer particularly, for their properties previously identified in 
this work, which would be projected to create a drug for this 
cancer. 
 

REFERENCES 
 

[1] The New Nutrition: a medicine for the next millennium. 
Michael Colgan. 155-165. 
 
[2] Azam et al., 2004; Choi et al., 2009; Guardia et al., 2001; 
Lu et al., 2006; Morel et al., 1993; Pignatelli et al., 2000; 
Schlachterman et al., 2008. 
 
[3] M.L. Calabrò, S. Tommasini, P. Donato, D. Raneri, R. 
Stancanelli, P. Ficarra, R. Ficarra, C. Costa, S. Catania, C. 
Rustichelli, G. Gamberini, J. Pharmaceut. Biomed. 35(2), 
365–377 (2004). 
 
[4] S. Scalia, M. Mezzena, J. Pharmaceut. Biomed. 49(1), 90–
94 (2009). 
 
[5] Polymeric Nanoparticles as Oral Delivery Systems for 
Encapsulation and Release of Polyphenolic Compounds: 
Impact on Quercetin Antioxidant Activity & Bioaccessibility. 
Food Biophysics. 
 
[6] A. Kumari, S.K. Yadav, Y.B. Pakade, B. Singh, S.C. 
Yadav, Colloids Surf. B: Biointerf. 80 (2010) 184. 
 
[7] T.H. Wu, F.L. Yen, L.T. Lin, T.R. Tsai, C.C. Lin, T.M. 
Cham, Int. J. Pharm. 346 (2008) 160. 
 
[8] S. Chakraborty, S. Stalin, N. Das, S.T. Choudhury, S. 
Ghosh, S. Swarnakar, Biomaterials 33 (2012) 2991. 
 
[9] M. Kakran, N.G. Sahoo, L. Li, Colloids Surf. B: Biointerf. 
88 (2011) 121. 
 
[10] P. Wang, D. Heber, S.M. Henning, Food Funct. 3 (2012) 
635. 
 
[11] Encapsulation and release of hydrophobic bioactive 
components in nanoemulsion-based delivery systems: impact 
of physical form on quercetin bioaccessibility. Food & 
Functio, 2013. The Royal Society of Chemistry 2013. 
 
[12] Quercetin conjugated superparamagnetic magnetite 
nanoparticles for in-vitro analysis of breast cancer cell lines 
for chemotherapy applications. S. Rajesh Kumar, S. 
Priyatharshni, V.N. Babu, D. Mangalaraj, C. Viswanathan, S. 
Kannan, N. Ponpandian. 
 
[13] Cancer Cure: Natural Methods. Tim Birdsall,Joseph E. 
Pizzorno,Paul Reilly. 170-175. 
 

A 

B 

84



[14] Y. Gao, Y. Wang, Y. Ma, A. Yu, F. Cai, W. Shao, G. 
Zhai, Colloids Surf. B: Biointerf. 71 (2009) 306. 
 
[15] H. Patir, S.K.S. Sarada, S. Singh, T. Mathew, B. Singh, 
A. Bansal, Free Rad. Biol. Med. 53 (2012) 659. 
  
[16] M.Y. Wong, G.N.C. Chiu, Nanomed: Nanotechnology, 
Biol., Med. 7 (2011) 834. 
 
[17] A.R. Patel, P.C.M. Heussen, J. Hazekamp, E. Drost, K.P. 
Velikov, Food Chem. 133 (2012) 423. 
 
 [18] P. Ader, A. Wessmann, and S. Wolffram, 
“Bioavailability and metabolism of the flavonol quercetin in 
the pig,” Free Radical Biology and Medicine, vol. 28, no. 7, 
pp. 1056–1067, 2000. 
 
[19] L. Bell, “Stability testing of nutraceuticals and functional 
foods,” in Handbook of Nutraceuticals and Functional Foods, 
pp. 501–516, CRC Press, 2001. 
 
[20] G. S. Borghetti, I. S. Lula, R. D. Sinisterra, and V. L. 
Bassani, “Quercetin/β-Cyclodextrin solid complexes prepared 
in aqueous solution followed by spray-drying or by physical 
mixture,” AAPS PharmSciTech, vol. 10, no. 1, pp. 235–242, 
2009. 
 
[21] Silica-based nanoparticles for biomedical applications, 
Drug Discovery Today Volume 17, Numbers 19/20, October 
2012. Clarke 2006, Eckhoff 2006, Buriak 2002. 
 
[22] Bioconjugated Silica Nanoparticles: Development and 
Applications. Nano Res (2008) 1: 99 115.  
 
[23] Synthesis and Functionalization of Silica Nanoparticles 
with Spherical Morphology. Mauricio Echeverrie. Scientia et 
Technica Año XIII, No 36, Septiembre de 2007. Universidad 
Tecnológica de Pereira. 
 
[24] Silica nanoparticles for the layer-by-layer assembly of 
fully electro-active cytochrome c multilayers. Sven C Feifel 
and Fred Lisdat.  Feifel and Lisdat Journal of 
Nanobiotechnology 2011. 
 
[25] Dias et al. 2008; Kumari et al., 2011. 
 
[26] Electrochemical Oxidation of Quercetin. Ana Maria 
Oliveira Brett, Mariana-Emilia Ghica. Universidade de 
Coimbra, Portugal. 
 
 
 

85



Wastewater treatment by fixed biomass, using PET 
bottles within a biological aerobic reactor. 

 
M. Y. Mendoza-Burguete 1, J. A. Rodríguez-Morales*2, M. Lopez-Velarde S.3 

1
Facultad de Química, Universidad Autónoma de Querétaro, Campus Aeropuerto, Santiago de Querétaro, Qro, C. P. 76010, 

México. 
3
Facultad de Ingeniería, Universidad Autónoma de Querétaro, Campus Aeropuerto, Santiago de Querétaro, Qro, C. P. 76010, 

México. Kassel University, Faculty of Organic Agricultural Sciences. Germany.  
1men_bur@hotmail.com 

3mlopezvelarde@uni-kassel.de 
 

2 
Facultad de Ingeniería, Universidad Autónoma de Querétaro, Centro Universitario, Cerro de las Campanas,  Santiago de 

Querétaro, Qro, C. P. 76010, México. 

*2 josealberto970@hotmail.com 

 
 

Abstract—The study presents results from a dynamic analysis of 

an aerobic bioreactor trickling filter type using polyethylene 

terephthalate bottles on a laboratory scale, which was used for 

producing biofilm for wastewater treatment. The data presented 

can be useful for modeling biofilm systems and provide a base for 

further experiment designs. The main objective was to determine 

the effect of the microorganisms through the effluent quality and 

level of adhesion of the biofilm to the polyethylene terephthalate 

bottle. With the results, control strategies to improve the 

performance of these processes were established.  

 
 

Keywords—dynamic analysis, biofilm, wastewater treatment, 

polyethylene terephthalate. 

I. INTRODUCTION 

Biofilm has been successfully used in water treatment for over 
a century [1]. It was not until the early 1980s, however, that 
the advantages of this type of process became of interest to a 
considerable number of researchers, not only in the field of 
water and wastewater treatment, but also in many other areas 
related to biotechnology [2]. A large number of research 
projects are currently being conducted on biofilm reactors for 
the production of bioactive substances, for plant and animal 
cell cultures, drinking water production, and wastewater 
treatment. 
One key advantage of biofilms is the positive influence of 
solid surfaces on bacteria. This activity was observed over 50 
years ago [3] and confirmed recently by other researchers ([4] 
[5] [6] [7]. There is considerable discussion about the 
mechanism, direct or indirect, that induces greater activity of  
fixed biomass [8]. Some authors [9] [7] attribute this 
phenomenon to physiological modifications of attached cells. 
It has been demonstrated that fixed cultures are less strongly 
affected than suspended cultures by changes in environmental 

conditions (temperature, pH, nutrient concentrations, 
metabolic products and toxic substances). 
Biofilm activity is not proportional to the quantity of fixed 
biomass, but increases with the thickness of biofilm up to a 
determined level, known as the "active thickness" [10] [11]. 
Above this level, the diffusion of nutrients becomes a limiting 
factor, thus differentiating an “active" biofilm from an 
"inactive" biofilm. A stable, thin and active biofilm therefore 
offers numerous advantages in water and in wastewater 
treatment. In order to achieve this objective, it is important to 
develop methods for fixed biomass activity estimation-which 
not only is simple and rapid, but also sensitive, precise and 
representative. 
 

II. EXPERIMENTAL. 

A. Selection of form, characteristics and dimensions of the 

PET botlle. 

For proper collection of polyethylene terephthalate (PET) 
bottles, they should be examined for their effectiveness for 
fixing to the surface of  microorganisms and accommodate the 
shape of the material within the reactor to maximize the 
contact area and take into account the size of the reactor to be 
used. 

B. Sampling and analysis of wastewater. 

This project was designed as a pilot plant for future use in 
industrial plants, however, this model-can be used to conduct 
studies on domestic scale. Sampling was conducted with 
various waste types, in which physical-chemical analysis was 
conducted and a preliminary characterization was obtained. 
With this information, the dimensions of the reactor were 
designed. For this it was necessary to take into consideration 
the flow, how to accommodate and set the PET bottles, the 
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contact area, and the recirculation mechanism of the collected 
wastewater in order to start the cultivation of microorganisms 
and consequently, fixing the of the biomass biofilm. 

 

III. MATERIALS AND METHODS 

A. Construction of the  fixed biomass biological reactor. 

PET bottle collection of 2, 1.5, 1, 0.6 and 0.5 liters, as 
shown in figure 1. 

Fig. 1. PET bottle collection. 

 

B. PET bottle preparation. 

The bases of the PET bottle were removed, as shown in 
figure 2 and figure 3, then  the bottles were placed inside 
one another in order from lowest to highest volume. It is 
important to mention that all the pillars of bottles were 
similar, it is to say with the same number of bottles with the 
same amount of volume . 

. Fig. 2. Bases of PET bottles 

Fig. 3. Pillar of PET bottles 

C. Preparing the reactor. 

 
 The pillars of bottles were fixed to the reactor as shown 

in figure 4. 

Figure 4. PET bottles inside to the reactor. 

 

 Sludge was poured into the reactor for it adecuation and 
the fixed biomass and biofilm production, as shown in 
figure 5. For the fixation of the biofilm, the wastewater 
was recirculated. 

Fig. 5. Acclimatization and production de fixing biomass and 
biofilm. 

 

D. Sampling 

10 samples were taken, which were obtained from the 
Chemistry Faculty of Universidad Autónoma de  
Querétaro. 

 

E. Analytical techniques 

 
 physicochemical. 

For the analysis of the samples technical standard methods 
were followed. For the analysis of water and wastewater, 
2005 [12], following the methods numeric and parameters 
were used (see table 1 and 2). 
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TABLE 1. METHODS NUMBERS AND PARAMETERS. 

Parameters Method number 

BOD 5210A 

COD 5220D 

Total suspended solids (SST) 2540D, 2540E 

pH and Conductivity 2320A 

Fats and oil 5520C 

 

 Microbiological.  

Acording to the sección of microbial examination of 
from the SMAWW 2005 book. These methods and 
parameters were followed: 

 

TABLE 2. METHODS NUMBERS AND PARAMETERS. 

Parameters Method number 

Total coliform bacteria 900 

Fecal coliform bacteria 900 

 

IV. RESULTS. 

 
Textual results of water quality of the effluent from aerobic 
biological trickling filter type reactor were shown in Table 3. 
These results were obtained with a retention time of 2.75 
hours, removing 94% of the contaminants with respect to the 
wastewater inlet and were compared with the NOM-003-
SEMARNAT-1997 [13] [14]. Some of these parameters are 
not included in the Mexican Official Standar, yet. These 
parameters were included in the table for comparison in a clear 
high pollutant removal from wastewater input to the output of 
treated water. 
 

TABLE 3. COMPARISON OF RESULTS AND PARAMETERS 
ANALYSIS. 

 

Parameter 

Value of 

Watewater 

Treated water 

by fixed 

biomass 

Value of the 

standar 

mg/l mg/l mg/l 

Total suspended solids 300 18 20 

BOD 200 19 20 

COD 450 25   

Fats an oil 25 13 15 

Total coliforms 10 24 

103 

103 
Without 
Chlorine 

 

 

V. DISCUSSION 

The support material used was very successful for 
development and fixing microorganisms PET plastic. It 
showed good adherence of microorganisms diversity of 
these, thus favoring the transport of nutrients . While there 
are rules and parameters for processes and technologies 
covering the recycling of PET for the production of fibers, 
films, non-food bottles, as well as greater control treatment 
if food contact [14 ] [15 ] [16 ] [ 17 ] , there is no history or 
a standardized support for the reuse of PET systems 
biological treatment of wastewater with information 
required to be applied as a base methodology in 
implementing such systems. However there is research on 
biofilm adhesion to plastic PET in marine waters, in which 
successful results were obtained [18 ]. Due to the good 
adhesion, good population of microorganisms and good 
water quality obtained is continuing to investigate new 
prototype with PET plastic as support for biofilm, and 
whether it is possible to improve the quality of water 
leaving with a minimal cost. 

VI. CONCLUSIONS 

 
The results of the effluent quality by means of the parameters 
analyzed were satisfactory compared to the Official Mexican 
Standards: NOM-002-SEMARNAT-1996 [19] y la NOM-
003-SEMARNAT-1997[20]; obtaining a high removal of 
contaminants, high efficiency with low cost of construction 
and operation. However, more studies are needed to develop 
more accurate analytical methods for bacterial growth and 
activity, and biofilm adhesion to PET bottles for better 
removal of these pollutants. 
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Abstract— Unsaturated expansive soils experience a volume 

change by physic-chemical reaction produced by variations on its 

water content. Stress-strain behavior of these soils are very 

sensitive to this variations. For that reason, buildings founded on 

expansive soils present structural problems due to repetitive 

stresses produced by shrink-swelling cycles, caused through 

drying-wetting cycles that generate suction, water content 

variations, and hysteresis cycles This latter is a phenomenon that 

occurs by the water flow through the soil, causing drying-wetting 

paths. Because of that, it is necessary to know the real cycles that 

the soil has been exposed. Theoretical indirect models have been 

developed with which the Soil-Water Retention Curve (SWRC) is 

fitted, in order to estimate the hydraulic behavior of soil. 

However, the adjustments have low correlation with 

experimental SWRC. This paper presents a comparison of most 

common methods for determining the secondary hysteresis cycles 

based on the adjustment of SWRC. Two of them based on 

predetermined expressions and other used a polynomial fit based 

on an arrangement table that use methods of interpolation with 

variable increments and Lagrange's interpolation, resulting a 

polynomial adjustment that generates the numeric SWRC. The 

results obtained were compared with experimental and 

calculated results reported by methods from other authors. 

Results show that the main and secondary cycles were consistent 

with those reported by other authors for sandy and silty soils, 

but, for clayey soils, only the polynomial method was capable to 

show the hysteresis phenomenon, also the adjusting process of 

the SWRC is avoided with the polynomial method, concluding in 

a quick and easy tool to get very consistent results.  

Keywords— Unsaturated soils; hysteresis cycle; indirect 

method; soil-moisture model; soil-water retention curve 

 

I. INTRODUCTION 

 It is known that the behavior of an unsaturated soil 
depends heavily on suction changes generated by changes in 
the water content [1], produced by wetting-drying cycles. This 
has led to the use of numerical and computational models to 
predict these cycles through Soil-Water Retention Curve. This 
is of great interest since the use of the SWRC is used as a 

basis for the prediction of parameters unsaturated soils. These 
models reduce the time and cost to obtain these parameters. 

It have been developed to predict numerical procedures 
hysteresis cycles SWRC. Among the most used models is the 
shown in [2], in which the main wetting-drying curves are 
obtained. The methods developed in [3] and [4] are based on 
the van Genuchten’s method in order to adjust the main curves 
of the SWRC, from this it can predict the secondary cycles. 
These methods have proven to be feasible and practical in 
sandy and silty soils. However, in some cases the SWRC 
adjusted with these equations have low correlation with 
experimental SWRC (clay), this can cause that the secondary 
cycles are not correct. Therefore, obtaining parameters from 
the SWRC not be accurate, yielding inaccurate results of the 
unsaturated soil hydromechanical behavior. 

This paper presents the prediction of the hysteresis cycles 
of an unsaturated expansive soil, through the SWRC, using the 
methods [3], [4] and the procedure shown in [5]. This in order 
to demonstrate the effectiveness of these methods, the 
behavior and effect that occurs in predicting the hysteresis 
cycles in expansive soils. 

 

II. ANTECEDENTS 

A. Expansive Soils 

Expansive soils often contain minerals, such as 
montmorillonite [6], and are recognized as problematic as they 
severely compromise the civil structures built on them [7], 
while even lightly loaded structures built on these soils may 
develop structural damage as a result of changes in soil water 
content [8]. The main problems caused by these soils can be 
attributed to a poor understanding of the volume changes 
caused by variations in water content [7]. Expansive soils are 
capable of adsorbing water in their internal structure, and 
when water content increases, so does soil volume.  This 
change in volume can exert sufficient pressure on the structure 
to cause damage (see Fig. 1b). When dry, expansive soils 
shrink, causing a contraction that can affect building supports 
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and give rise to adverse subsidence (see Fig. 1a). The wetting-
drying process produces shrink-swell cycles that subject 
structures to repetitive stress [6]. 

 

      
                  a)                                               b) 
Fig. 1. Building damage: a) produced by shrink movement [9], b) produced by 
swelling displacement [10]. 

 

B. Soil-Water Retention Curve (SWRC) 

 Soil water flows from one point to another with the 
greatest potential to lower potential energy. This is defined as 
the potential energy per unit of water, it means, is the work 
required to bring the unit from a standard reference state to the 
point under consideration. Soil water is subject to force field 
resulting from attraction of the solid matrix, the presence of 
solutes, the action of the external pressure, the gravitational 
pull among others. The gravitational potential is measured 
from the surface of the soil (-z) and the pressure is a function 
of water content (θ). This pressure potential is considered 
positive if the water pressure in the soil is greater than 
atmospheric and negative if is less than the atmospheric 
pressure. The latter is called matric potential and, when taken 
in absolute value is called matric suction (ȥ). This results from 
capillary forces and adsorption due to soil structure [11]. 

 Several techniques for measuring matric suction of soil 
were developed, these can be divided into direct and indirect 
methods. Direct methods measure the negative water pressure 
in the soil pores (uw), then the matric suction (ua-uw), where 
(u) is the air atmospheric pressure into the pores. Among the 
most used direct methods are tensiometers and axis translation 
technique. Indirect methods include filter paper technique in 
contact with the soil, and sensors thermal and electrical 
conductivity [12]. 

Thus, the relationship between the soil water content (Ȧ or 
θ) or degree of saturation (Sr) with its respective matric 
suction (ȥ) is known as Soil-Water Retention Curve (SWRC) 
[12]. 

SWRC can be used to estimate various parameters used to 
describe unsaturated soil behavior [13]. Its use has become an 
important aspect in unsaturated soil mechanics because these 
materials have a natural hydromechanical coupling, it means, 
volumetric behavior and  shear strength depend not only on 
applied stress and soil suction, but also their degree saturation 
(Sr) which depends on its water content (or Ȧ θ)  [14]. SWRC 

is not unique to a soil, its shape and position are not the same, 
it means, wetting and drying paths are different, this 
phenomenon is called hysteresis [12]. This phenomenon is 
dictated by the texture and soil structure, the higher the clay 
content is greater water retention for a given suction value (ȥ) 
and the slope of the curve is smoother [11]. This, is due to its 
pore size distribution (PSD), because it has a great diversity of 
pores. Furthermore, for sandy soils slopes are stronger, 
because its PSD is more homogeneous. 

The hysteresis phenomenon can be explained by a porous 
model that considers interconnected pores and randomly 
distributed. Figure 2 shows that the start of a wetting process, 
it is considered that all the pores are dried, the suction is very 
large, which is reduced in steps. The first pores (P) that are 
saturated are the smaller along with their interconnections 
(cavities B) until the end with larger pores, it means, the 
smallest pore is at the border (cavity B7), subsequently, the 
cavities B5 and B4, continuing this process until saturate the 
larger pores (P2 and P1). Moreover, in a drying process all the 
pores are saturated and suction increases stepwise. The first 
pores that are drying are large pores, ending with the smallest 
pores. Similarly, the drying process starts when the larger 
pores are empty (P1, P2, etc.), continuing this process with 
smaller pores and ending with the smallest (cavity B7) [15]. 

 

 
Fig. 2. Hysteresis phenomenon generated by wetting-drying cycles due to soil 
PSD. 

 
SWRC hysteresis is an important factor the soil behavior, 

which must be take into account during the drying-wetting 
process [16]. Because the stress-strain relationship is affected 
by changes in the water content of an unsaturated soil. These 
rely on a complicated hydrological process as infiltration, 
evaporation and evapotranspiration which produce wetting 
and drying cycles, which cause primary drying curves (from a 
saturated state to a dry state) and primary  wetting curves 
(from a dry state to the saturated state). Furthermore, from 
primary curves can be generated other curves like primary, 
secondary, tertiary wetting-drying cycles (see Fig. 3) [3]. 
These cycles represent actual cycles to the soil exposed due to 
hydrological process. 
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Fig. 3. Wetting-drying paths for unsaturated soils [3]. 

 

The measurements in the laboratory and the field can be 
slow, cumbersome, and difficult to perform [17]. Therefore, it 
have been developed alternative procedures to estimate the 
SWRC [18] and of these models have been derived other 
methods to determine the secondary hysteresis cycles from the 
SWRCs. However, in some cases SWRC adjustment cannot 
be performed accurately, so that the primary and secondary 
curves do not have high correlation with experimental SWRC. 

 

1) Hysteresis cycles prediction 
 At present there are various models on the relationship of 
SWRC. The most popular model is the van Genuchten [3]. 

van Genuchten [2] proposed an equation (1) to adjust the 
SWRC. This equation is derived from the procedure 
developed by [19] to simulate the SWRC. 
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where: θs = saturated volumetric water content, θr = residual 
volumetric water content, θ = volumetric water content, α, n, 
and m are not determinate parameters, and Θ(ψ) is the degree 
of saturation that is a function of the soil suction. Equation (2) 
provides a new effective degree of saturation (Θ) with which 
the SWRC or suction experimental values are adjusted. This 
procedure is usually referred to as modeling or SWRC 
adjustment. 

Moreover, Han-Chen et al. [3] showed a procedure to 
model or predict the hysteresis secondary cycles, based on the 
model proposed by [2] from (2), where parameters θs, θr, α, 
and n are unknowns to be determined such that the main 
wetting curve θw(ψ,1) is described by parameters [θs

w(1), 
θr

w(1), αw, nw]. In order to eliminate the effect of pumping, the 
relations θr

d(1)= θr
w(1)= θr y θs

d(1)= θs
w(1)= θs imposed to 

close the main hysteresis cycle. Thus, the description of the 
main wetting and drying curves θw(ψ,1) y θd(ψ,1) for revising 
[θs, θr, αw, nw] and [θs, θr, αd, nd], respectively. Additionally, 
αw, nw and αd, nd being equal to the description of several 
wetting and drying curves. 

Then, the starting point is the primary path (ψi, θi) and 
requires θ(ψ,2) to meet: 
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Thus, the primary curve θ(ψ,2) also passes through the 
points investment (ψi, θi) and (ψf, θf). Substituting (ψi, θi) y (ψf, 
θf) in (4), we have; 
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Solving the equations system with two unknowns, formed 
by (5) and (6), we find θs(2) and θr(2) with their respective 
shape parameters α, n, and m (wetting and drying). The above 
process can be applied analogously to the i-th path [3]. 

Furthermore, Zhou et al. [4] proposed another model that 
is based on shown in [2]. They consider a simple nonlinear 
boundary scanning rule to describe the scan cycles (wetting-
drying) between the main wetting-drying, it means, main paths 
are considered borders. 
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As shown in Fig. 4, the wetting or drying process can start 
in (ψ,Se), the scanning gradient is defined by (9): 
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Fig. 4. Main wetting-drying paths and the scanning law [4]. 
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where: ψ w is the suction corresponding to the wetting 
boundary to the same effective degree of saturation at the 
initial point, and the subscript "s" means exploration. Drying 
from the point (ψ,Se), the scanning gradient is defined 
similarly: 
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donde: ψ d is the suction corresponding to the drying boundary 
to the same effective degree of saturation at the initial point. 
Here, b is an adjustment parameter (always positive) which 
adjusts the scanning gradient of the curve [4]. 

The disadvantage of using this models, is that the 
adjustment of the SWRC generally has low correlation with 
experimental SWRC. Due to the foregoing, the proposed 
method in [5] was used. This method determines the hysteresis 
cycles of an unsaturated expansive soil using a polynomial 

approximation of experimental SWRC, based on an 
arrangement table, which authors concluded that it is an easy 
and quick tool to get very consistent results. 

 

III. MATERIALS AND METHODS 

Fundamental to the design and construction of any project 
is the realization of a basic geotechnical characterization site 
which includes a determination of the index and mechanical 
properties of the soil. In this study, unaltered samples were 
obtained from the town of Jurica, Santiago de Queretaro, 
México, at a depth of between 0.60 m and 0.80 m. The 
properties corresponding to the index assays were then 
obtained, which were the Atterberg limits and the soil 
classification, which were obtained from the granulometric 
composition and plasticity chart. The results of the soil 
characterization are summarized in Table II. 

 

TABLE I.  SUMMARY OF GEOTECHNICAL PROPERTIES OF JURICA SOIL. 

Property Symbol Magnitude 

Gravimetric water content  33.46% 

Specific gravity m 16.60 kN/m3 

Relative density of solids Ss 2.35 

Void ratio e 1.31 

Porosity n 0.57 

Degree of saturation G 60.01 % 

Volumetric water content  34.04% 

Liquid limit LL 74.36% 

Plastic limit, (PL) PL 28.57% 

Plastic Index, (PI) PI 45.79% 

Contraction limit, (CL) CL 16.38% 

Lineal contraction, (LC) LC 18.24% 

Gravel content, (G) G 0.00% 

Sand content, (S) S 6.22% 

Fines content, (F) F 93.78% 

Classification  UCSS CH 

Clay activity A 0.95 

 

For the determination of the hysteresis cycles effect on 
shrink-swelling soils, suction tests were performed in the 
laboratory with unaltered material specimens were also made 
using the filter paper method [20]. Figure 5 shows the relation 
on soil suction (ȥ) and its degree of saturation (Sr) in wetting-
drying paths. Samples were taken from the same location from 
which the soil characterization samples were taken. 

The soil suction was measured in unaltered specimens with 
an initial water content rising in increments of 5.5% from 0% 
up to 38%. These water contents represent a degree of 
saturation that rises in increments of 10% from 0% up to 
100%. 
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Fig. 5. Soil suction against initial water content of Jurica soil (SWRC). 

 

IV. NUMERICAL AND EXPERIMENTAL COMPARISONS 

 To assess the ability of the proposed procedure determines 
the hysteresis secondary cycles through experimental SWRC, 
have been used experimental data of   SWRCs that have been 
reported by other researchers. The results obtained with the 
procedure of [5] were compared with those reported by [3] 
and [4]. The mean absolute deviation (Em) was used to check 
the quality of the three procedures, it is defined as: 
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 (13) 

Han-Chen et al. [3] determined a SWRC from a sample of 
compacted sand by vibration using a variable load 
permeameter (see Fig. 6). Tensiometers and reflectometers 
were used to measure matric suction and its water content at 
the same position within the soil specimen. 

 

 
Fig. 6. SWRC from [3] vs hysteresis cycles prediction from [3] method. 

Figures 6 to 8 illustrate the experimental SWRC 
determined in [3] versus the prediction from the hysteresis 
cycles using the methods of [3], [4], and [5] respectively. 

Additionally, Table II lists the mean absolute deviation 
(Em) between the experimental data and the results of the three 
methods using SWRC from [3]. 

 

 

Fig. 7. SWRC from [3] vs hysteresis cycles prediction from [4] method. 

 

Analyzing the Figs. 5 to 7 and Table II, we see that all 
three methods are very good and through them we can get 
very consistent results. Furthermore, it is possible to establish 
that the procedure proposed in [5] provides a significant 
improvement on the approximation of the SWRC in its main 
curves. However, other methods presented with lower values 
of the mean absolute deviation due to the simplicity of the 
equations that describe its shape.  

 

 
Fig. 8. SWRC from [3] vs hysteresis cycles prediction from [5] method. 
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TABLE II.  MEAN ABSOLUTE DEVIATIONS (EM) BETWEEN 
EXPERIMENTAL RESULTS AND THOSE OBTAINED WITH THE THREE METHODS 
USING THE SWRC FROM [3]. 

SWRC  

Han-Chen [3] 

Method 

Han-Chen [3] Zhou [4] Galaviz [5] 

Cycle Em Em Em 

Main wetting 0.0179 0.0167 0.0000 

Main drying 0.0474 0.0455 0.0000 

Primary drying 0.0065 0.0002 0.0482 

Secondary wetting 0.0047 0.0002 0.0229 

Tertiary drying 0.0706 0.0027 0.0078 

 

Furthermore, it is known that the model shown in [2] is 
suitable for adjusting SWRC of sandy and loamy soils, but in 
clays (expansive soil) does not have the same quality. 
Therefore, this paper presents a comparison of the methods 
found in the literature that help us predict the hysteresis loops. 
This in order to assess the effectiveness of procedures to use 
with expansive SWRC. 

From what we observed above, the methods based on the 
model of [2], using pre-defined equations for setting the 
SWRC, however, with the method proposed by [5], a 
predetermined equation of the adjustment process is avoided. 
Therefore, it is an excellent tool for determining secondary 
hysteresis cycles for unsaturated soils. The main features we 
observe the polynomial procedure are: a) the process of 
adjustment of experimental points for the SWRC with a 
predetermined equation, is prevented, b) the procedure ensures 
a 100% correlation between experimental and numerical data, 
c) this correlation increases the accuracy of the curves leading 
to unsaturated soils. 

Due to the above, it was decided to study the unsaturated 
expansive soil from Jurica town, of Queretaro valley. This soil 
has been cause for a large number of investigations due to 
structural problems in buildings. This is due to volumetric 
changes caused by variations in water content caused by 
weather conditions (rainy and dry season). 

Figure 9 shows the recognition of changes in water content 
of Jurica soil in a 12 month period (1992-1993). These data 
were obtained from moisture profiles reported by [21] and 
[22]. In Fig. 9 it can see behavior of changes in water content 
of the soil over time, demonstrating that the dry period for 
Querétaro city is between the months of October and May, 
and June to September the rainy season. It is also observed 
that the greater fluctuations in water content (between 17% 
and 41%) are very close to the surface (0.30 m) and with 
increasing depth, changes of water content tend to be constant 
(between 20% and 30%). 

This led us to take these values of water content in order to 
exemplify and demonstrate the behavior of the hysteresis 
cycles of expansive soil from Jurica through the SWRC. 
Therefore, Fig. 10 shows the variation of the water content 
during the 12 months, corresponding to a depth of 0.30 m. 

 

 
Fig. 9. Jurica's soil water content variations with respect to time and the depth 
[21, 22]. 

 

 
Fig. 10. Jurica's soil water content variations at the depth of 0.30 m. 

 

Through Fig. 10, it can see that from January to March, 
May to June, July to August and October to November, 
wetting cycles are presented. Therefore, from March to May, 
June and July, August to October and November to December 
drying cycles. Because of this, and in order to show simple 
and easy way the hysteresis cycles using the SWRC. Only the 
primary cycle of wetting (January to July) and secondary 
drying cycle (July to December) are displayed as shown 
through which the polynomial curve fits the experimental data 
shown in Fig. 10. 

To determine secondary wetting-drying cycles of Jurica 
soil, it was necessary to use the SWRC shown in Fig. 5. It 
took into account the minimum and maximum water content 
values shown in Figs. 11 and 12. Furthermore, in order to 
demonstrate the effect of adjustment and the correlation of 
main curves on predicting secondary cycles of wetting-drying, 
the main curves were adjusted using the method of [3] was 
performed, and procedure of [5] (see Figs. 10 and 11). 
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Subsequently, the mean absolute deviations were calculated 
for comparison adjustments (see Table III). 

After analyzing Figs. 11, 12 and Table III, we can see that 
it is confirmed that the van Genuchten’s adjustment is not well 
suited for clay soils. It was found the lower mean absolute 
deviation possible, however, it is clear that SWRC adjustment 
was not very good (see Fig. 11). This led to the prediction of 
secondary hysteresis cycles were not very successful. Also, it 
can be seen that the methods based on the model of [2], are 
not able to reproduce the phenomenon of hysteresis in the 
secondary paths of an expansive soil. This tells us that the 
suction values in both secondary cycles are the same for any 
water content (or degrees of saturation) of the same value. 
However, it is not properly possible. 

 

 
Fig. 11. Jurica SWRC with the fit and cycles prediction using [3] method. 

 

 

Fig. 12. Jurica’s SWRC with the fit and cycles prediction using [5] procedure. 

 

Furthermore, with the procedure proposed in [5] was 
possible to obtain mean absolute deviations equal to zero, 

whereby a 100% fit with the experimental data was obtained 
(see Fig. 12). In the prediction of secondary cycles, was able 
to show the hysteresis phenomenon, which allows us to obtain 
suction values from the various water contents (or degrees of 
saturation) in various trajectories and the ease to obtain any 
hysteresis cycle. Otherwise, the methods based on 
predetermined equations of SWRC, showed that are not able 
to exhibit the phenomenon of hysteresis in the prediction of 
secondary cycles. This causes uncertainty in the determination 
of suction values and subsequent hysteresis cycles. 

 

TABLE III.  MEAN ABSOLUTE DEVIATIONS (EM) BETWEEN 
EXPERIMENTAL RESULTS AND THOSE OBTAINED WITH THE METHODS USING 
THE JURICA’S SWRC. 

SWRC 

Jurica 

Method 

Han-Chen [3] Galaviz [5] 

Cycle Em Em 

Main wetting path 0.0185 0.0000 

Main drying path 0.0297 0.0000 

Primary wetting path ---- ---- 

Secondary drying path ---- ---- 

  

V. CONCLUSIONS 

 The procedures used in this paper, in order to predict the 
secondary cycles through the SWRCs proved viable and 
capable for sandy and silty soils. However, when used a clayey 
soil, the methods based on the model of van Genuchten were 
not able to show or reproduce the hysteresis phenomenon in 
the secondary cycles. On the other hand, polynomial method 
shows the hysteresis phenomenon in both primary and 
secondary cycles, presenting turn advantages over other 
existing methods: ensures a 100% correlation with the main 
numerical and experimental curves. Does not require a 
predetermined equation for the SWRC. The adjustment 
between the experimental and numerical SWRC is avoided. 
Finally, comparisons of the hysteresis cycles obtained with the 
different methods and experimental results, show that the 
polynomial method is a quick and easy tool to get very 
consistent results.  
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Abstract— Most of the modelling of flow in porous media is 

approached through the Richards equation, which is a nonlinear 

parabolic partial differential equation and due to its complexity, 

it has been solved by using different methods, and under 

assumptions that facilitate to obtain its solution. In this paper, a 

model of flow of moisture in unsaturated soils is presented. The 

model is inspired by the work of Li in which soil suction potential 

is used as state variable. For this purpose, data from Jurica 

Querétaro clays are used to approximate a function that 

represents the variation of the suction due to weather. Also, an 

initial distribution which is a function of  the soil depth is 

privided. The model is solved by using the Galerkin method 

which has been implemented in a MATLAB program, and some 

results of the suction behavior in the soil substrate are shown in 

this work.  

Keywords—Richards’ equation; unsaturated flow; moisture 

flow; unsaturated soil. 

I. INTRODUCTION   

Soil mechanics is one of the essential issues in civil 

engineering because of the important role that it takes when 

we make any engineering project, mainly due to the soil-

structure interaction problems. For too long, saturated soils 

were extensively studied because of its critical implication  to 

certain infrastructures and the simplicity of the models that 

explain their behavior, relegated the study of unsaturated soils 

by the lack of interest and complexity the model needed for 

study [1]. This makes it more pertinent to research on 

unsaturated soils. 

The limitations of traditional Soil Mechanics or saturated 

soils are evident when it is necessary to explain the 

unsaturated soil deformation or supported structures in these 

soils subject to service loads or total stress states present in 

situ [2]. 

In the group of sciences concerned with the behavior of 

soils, such as Geotechnics, the study of partially saturated 

soils is of great importance to determine the properties and 

behavior of the porous body. One of the elements used for the 

realization of models of unsaturated soils is the Richards 

equation, which allows to study the flow dynamics from 

moisture in the soil body [3], [4]. By means of this equation, 

we are able to observe the variation of moisture content over 

time and space. 

Richards equation has been largely studied in recent 

decades due to the importance that has taken the unsaturated 

soil mechanics in engineering studies. There are a variety of 

approaches and proposed methods [5]–[9] for the solution of 

this equation ranging from the simple and suitable to the most 

complex but with greater resemblance to real phenomena.  

There are two main trends to search for the solution of 

partial differential equations such as the Richards equation. 

The first approach is the search for a closed solution using 

analytical tools, which provides a lot of information about the 

studied phenomenon and gives the possibility to predict the 

behavior of system. However, for too complicated systems can 

not exist or turns out to be a very difficult task to find a closed 

solution. The second approach is to use numerical methods 

that allow to study the behavior of some a particular model by 

getting a good approximation of the real phenomenon. An 

advantage of this approach is that it can be used in solving 

more complex systems and still provide quite accurate 

approximations.  Also there are works [10], [11] that try to 

improve the methods used for solve Richards equation. 

In this work, the study of a model for the movement of 

water in Jurica clays by using the Richards equation based on 

the suction variable, and taking into account a source function, 

is presented. The numerical approach used to solve the 

Richards equation allows to observe the variation in water 

content at different depths and moments. 

 

II. RICHARDS EQUATION 

In 1931 Richards first proposed an equation that 

determines the dynamics of flow in porous media, this is 

based on two major theories, these are Darcy's law for 

unsaturated soils and the continuity equation [12], 

 

� =  −�∇H          (1) 

 
!"

!"
= −∇�                (2) 

 

where � is the flow rate, � is the coefficient of permeability of 

soil, �  is the volumetric water content and t is time. 
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In equation (3), the Richards equation in terms of 

volumetric water content, is presented. This equation is the 

bidimensional case of water flow in porous media. 
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Now we can get the following diffusion equation to 

describe the flow of moisture in unsaturated soils [13], [14], 

which introduces the term suction into the equation. 
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The term 
!"

!"
 is the slope of the characteristic curve [15], 

which relates the suction and volumetric water content �. For 

most soils, mainly expansive soils, the variable  
!"

!"
  can be 

assumed to be constant over the usual range. 

The potential flow Ψ in expansive soils is composed of the 

full potential of suction u, the gravitational potential z  and the 

potential overload Ω [14], [16]. 

 

Ψ =  −� + � ± Ω        (5) 

 

It has been shown in [17] that the gravitational potential 

and the overload potential are nearly canceled each other, and 

the small difference between them is relatively negligible. As 

we are only interested in evaluating soil movements due to the 

suction, it is only necessary to consider the potential of suction 

in (5). Therefore Ψ becomes equivalent to the potential of 

suction. 

Taking the above considerations, and further assuming that 

the soil is homogeneous and isotropic the Richards equation 

can be simplified [18] as: 
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Further, if we consider a source of moisture in the soil, 

equation (6) can be written in the form: 
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where u is the total suction potential, D is the diffusion 

coefficient of soil, and x, y and z are the spatial coordinates. 

Finally, t is the time variable. This equation is the one used by 

Li in his work for the flow modelling in Australian soil [19] 

(Fig. 1), taking the suction as the principal variable. 

 

 
Fig.1. Model diagram studied by Li [19]. 

 

III. MODEL 

The proposed model in this work is illustrated in Fig. 2, 

which shows the boundary conditions, initial conditions and a 

source of moisture. 

 

 
Fig. 2. Proposed model diagram. 

 

 In Fig. 2, �!(�) is a boundary condition determined by the 

suction variation due to climatic changes in the soil surface 

and �!(�, �, �) is a function that represents a source or sink 

into the soil. Both functions will be described in more detail 

later in this paper. The spatial domain of the model is two- 

dimensional, which is of interest, but it can also be extended 

to three dimensions. 

A. Initial and boundary conditions 

In order to solve (7) governing the flow phenomenon, it is 
necessary to specify initial and boundary conditions. Initial 
conditions specify suction distribution through the entire 
domain including the borders at the moment that the 
calculation is started. The boundary conditions can be divided 
into the following three categories [20]: 
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• Dirichlet type, where u is suction, 

 

�(�, �) =  �(�, �)    (8) 

 

point P is on the border, and u (P, t) is a prescribed 

function. 

 

• Neumann type, where the gradient is defined as 
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(�, �) =  �(�, �)    (9) 

 

and n denotes the normal to the boundary at point P. 

 

• A convection boundary condition which represents 

the moisture exchange between the soil mass and the 

atmosphere, 
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where Ua and Us are the suction of the atmosphere 

and the suction in the soil surface, respectively, and 

h' is a evaporation coefficient which is analogous to 

the convective heat transfer coefficient used in the 

heat transfer analysis. The parameter h' can be 

measured to determine the rate of change of suction 

at time in a soil specimen with known suction, which 

is allowed to gain or lose moisture with a suction 

atmosphere also known. 

 

A boundary condition in which there is a border flow is 

analogous with thermal insulation, and it can be analyzed 

mathematically assuming q = 0 in  (9). 

It has been shown that the boundary conditions can be 

established by suction measurement data [21], [22]. 

Based on suction data in the field taken from Jurica soil in 

Querétaro, Mexico [23], [24], it was found that the suction 

surface could be assumed as a sinusoidal variation in response 

to climatic cycles, and by using least square method a 

sinusoidal function we can generate a function to approximate 

the behavior of the suction climatic changes in the soil surface. 

 

 

B. Method 

The model equation presented in this paper is solved by 

using the Galerkin method. This method is part of the 

weighted residual method, and it uses the same functions for 

weighting functions �!(�)  that were used in the 

approximating equation [25]  

 

�! � � � �� = 0 
!

!
           (11) 

 

The general procedure consists of evaluation of the 

Galerkin residual integral with respect to the spatial 

coordinates for a fixed instant of time. This yields a system of 

differential equations which are solved to obtain the variation 

of u with time. 

 

� {U}! = � {U}! + {�
∗}        (12) 

 

where A, P and �∗ are defined as follows 

 

� = � + �∆� � ,             (13) 

 

� = � − 1 − � ∆� � ,                 (14) 

 

{�∗} = ∆� � � ! + 1 − � � ! ,            (15) 

 

here [K] is the stiffness matrix, [C]  is the capacitance matrix, θ 

depends on the method used, ∆�  is the time step, {F*} 

represents the external forces and {U} are suction values. 

 

IV. FLOW PARAMETERS 

 

A. Permeability coefficient 

Various techniques exist for determining the coefficient of 

permeability of a soil, which can be direct or indirect methods. 

Direct measurement techniques are commonly known as 

permeability tests, carried out by means of an apparatus called 

permeameter. The hydraulic gradient and the flow rate is 

determined by measurement of the water pressure in the pores 

and water content. In some cases, the pore pressure or the 

water content is measured, while the other variable is inferred 

from the characteristic curve [15]. 

Direct measurement of permeability can be developed in 

the laboratory and in the field [26]. The non-homogeneity and 

anisotropy of soils made in situ tests give a higher 

permeability coefficient than laboratory tests. Cracks, 

fractures, stress cracks and holes roots, commonly found in 

unsaturated soils cannot be properly represented in laboratory 

specimens due to their small scale. Furthermore, laboratory 

samples are subject to changes due to sampling and the 

methods applied in the field are not as advanced or 

standardized laboratory methods. 

Directly measuring the permeability coefficient for 

unsaturated soils is often expensive and difficult to perform, 
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especially in the field. So, attempts have been made to predict 

it theoretically by using either the permeability coefficient 

ratio and the degree of saturation, or the soil suction between 

the volumetric water content and the soil suction [27]. These 

predictions are generally referred to an indirect method of 

determining permeability. The saturated permeability 

coefficient is required when using an indirect method. 

Several direct and indirect methods used regularly for 

permeability coefficient have been described in detail in other 

papers [15], [26]–[28], so they will not be repeated in this 

work. The permeability coefficient for a soil obtained from a 

direct measurement is better since there is no standard 

theoretical prediction. 

 

B. Diffusion coefficient 

The diffusion coefficient of a soil is vital to understand the 

behavior of water in it. The formal definition of the diffusion 

coefficient is "ease with which a liquid is passing through a 

particular medium." It is expressed as the ratio of the 

permeability coefficient k and the specific water capacity C. 

Reference [19] mentions that the diffusion coefficient is 

analogous to the coefficient of consolidation, in the classical 

theory of consolidation, further, it is indicated that the 

magnitude of this coefficient defines the rate of diffusion of 

moisture under gradients of suction change. The value D is 

strictly a nonlinear function depending on moisture content, 

which may be calculated based on test results from saturation. 

The diffusion coefficient used in the model of Li, can be 

determined by the expression, 

 

 

� =
!

(!!!)
 ,     (16) 

 

where 

 

� =
∆!

∆!
 ,    (17) 

 

the parameter c is the characteristic soil moisture, �!  is  the 

density dry soil, and p is the unsaturated permeability. 

 

V. RESULTS 

The function obtained to approximate the variation of the 

suction due to climatic changes is shown in Fig. 3. 

 

 
Fig. 3.  Fitting of suction data due to seasonal changes to sinusoidal function. 

The function was an approximation of the experimental data (points) by least 

squares for a sinusoidal function (solid line). 

 

The approximation was performed by least squares [29] 

for sinusoidal functions, and the result is presented in the 

following equation 

 

� �, � = 4.1 + 0.1 cos
!!

!"
� + 0.3sin 

!!

!"
� ,   (18) 

 

where H is the distance from the bottom to the soil surface, u 

is suction (in pF) and  t is the  time variable (in months).  For 

the model, we require to make the conversion pF to kPa. 

The Fig. 4 shows the fitting of the suction data to an 

exponential function. Due to the tendency of data for suction 

variation with depth, a least squares approximation [29] to an 

exponential function was obtained. Such approximation is 

given in the following form. 

 

�(�, �!) = 346.15�
!.!!"#!   for   � < �!           (19) 

 

Although the equation is exponential, suction values in 

depths larger than �!  are almost constant, i.e., changes in 

suction values are too small that these can be neglected and 

the function becomes: 

 

�(�, �!) ≈ �!    for   � ≥ �!,  (20) 

 

where  �!  is the depth when the function reaches the 

equilibrium suction  �!. 
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Fig. 4.  Fitting of experimental data in different depths to an exponential 

function. The function was approximated by least squares for an exponential 

function (solid line) using experimental data (points) from Jurica, Querétaro. 

 

Calculations of functions and graphs shown before were 

performed in Microsoft Excel.  For solving the model with the 

proposed functions it was used the software MATLAB. The 

code of the method described above was written in a 

MATLAB program. In Fig. 5 the results obtained for the 

model without a source or sink are shown, and the effects 

from suction changes due to soil-environment interacting on 

the top boundary are displayed.  Finally Figs. 6 and 7 show the 

suction distribution in a soil substrate where an arbitrary 

source is acting since the beginning. 

  

 

Fig. 5. Matlab graph showing the effects of suction changes (in kPa) due to  

the soil-environment interaction after 3 months in a soil layer, the initial 

month was established in January. 

 

 
 

Fig. 6.  Matlab graph showing the effects of suction in a soil substrate where a 

source is acting near the top boundary. Suction distribution (in kPa) after 3 

months, the initial month was established in January. 

 

 

 
 

Fig. 7.  Matlab graph showing the effects of suction in a soil substrate where a 

source is acting near of the top boundary. Suction distribution (in kPa) after 6 

months, the initial month was established in January.  

 

VI. CONCLUSION 

From the obtained results we can see that both changes 

caused by weather or by the source, do not significantly 

impact to large depths. On the other hand, both can potentially 

cause problems when placing structures because they affect 

the flow on the surface, which influences the behavior of 

expansion or contraction of the soil. Also, it was found that 

the dynamics at large depths is mainly defined by the 

boundary conditions and the initial moisture distribution. 

Because we try to model a phenomenon as close as 

possible to reality, the calculations required to study the model 

system become quite complicated. In fact, analytical methods 

require to solve complex equations and therefore, we use 

numerical methods for their solution.  
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There are several investigations related to numerical 

methods, and how to improve its implementation in Richards 

equation. Although it lacks even further development of flow 

models in unsaturated soils that can express in a better way the 

effect of other important state variables, such as sucking and 

sources of moisture that naturally exist in the system, for 

instance, moisture leakage and tree roots. Therefore, regarding 

the fields of geotechnics and mathematical modelling, it is a 

great opportunity to conduct research on the issues mentioned 

above. 

 

ACKNOWLEDGEMENTS 

The authors wish to thank CONACYT, Mexico, for the 

support granted for the development of this research which is 

part of the work done in graduate studies. 

 

REFERENCES 

 
[1] M. Celia, E. Bouloutas, and R. Zarba, “A general mass-

conservative numerical solution for the unsaturated flow 

equation,” Water Resour. Res., vol. 26, pp. 1483–1496, 1990. 

[2] D. G. Fredlund, “Teaching unsaturated soil mechanics as part of 

the undergraduate civil engineering curriculum,” in Proceedings of 

the Second Pan American Conference on the Teaching Learning 

Process of the Geotechnical Engineering. Quayaquil, Ecuador, 

2002. 

[3] D. Titouna and S. Bougoul, “Resolution of the Richards equation 

for the water transport in a growing substrate,” TerraGreen 13 Int. 

Conf. 2013 - Adv. Renew. Energy Clean Environ., vol. 36, no. 0, 

pp. 915–922, 2013. 

[4] H. Cao and X. Yue, “Homogenization of Richardsʼ equation of 

van Genuchten–Mualem model,” J. Math. Anal. Appl., vol. 412, 

no. 1, pp. 391–400, abril 2014. 

[5] J. C. van Dam and R. A. Feddes, “Numerical simulation of 

infiltration, evaporation and shallow groundwater levels with the 

Richards equation,” J. Hydrol., vol. 233, no. 1–4, pp. 72–85, Jun. 

2000. 

[6] A. Barari, M. Omidvar, A. R. Ghotbi, and D. D. Ganji, “Numerical 

analysis of Richards’ problem for water penetration in unsaturated 

soils,” Hydrol. Earth Syst. Sci. Discuss., vol. 6, no. 5, pp. 6359–

6385, 2009. 

[7] M. Fahs, A. Younes, and F. Lehmann, “An easy and efficient 

combination of the mixed finite element method and the method of 

lines for the resolution of Richards’ equation,” Environ. Model. 

Softw., vol. 24, no. 9, pp. 1122–1126, Sep. 2009. 

[8] W. Merz and P. Rybka, “Strong solutions to the Richards equation 

in the unsaturated zone,” J. Math. Anal. Appl., vol. 371, no. 2, pp. 

741–749, Nov. 2010. 

[9] H. Sun, M. M. Meerschaert, Y. Zhang, J. Zhu, and W. Chen, “A 

fractal Richards’ equation to capture the non-boltzmann scaling of 

water transport in unsaturated media,” Adv. Water Resour., vol. 52, 

no. 0, pp. 292–295, Feb. 2013. 

[10] H. An, Y. Ichikawa, Y. Tachikawa, and M. Shiba, “Comparison 

between iteration schemes for three-dimensional coordinate-

transformed saturated―unsaturated flow model,” J. Hydrol., vol. 

470–71, pp. 212–226, 2012. 

[11] F. A. Radu and W. Wang, “Convergence analysis for a mixed 

finite element scheme for flow in strictly unsaturated porous 

media,” Spec. Sect. Multiscale Probl. Sci. Technol. Chall. Math. 

Anal. Perspect. III, vol. 15, no. 0, pp. 266–275, Jan. 2014. 

[12] L. A. Richards, “Capillary conduction of liquids through porous 

mediums,” J. Appl. Phys., vol. 1, no. 5, p. 318, 1931. 

[13] B. G. Richards, “Moisture flow and equilibria in unsaturated soils 

for shallow foundations,” ASTM Symp Permeability Capillarity, 

vol. 417, pp. 4–34, 1967. 

[14] R. L. Lytton, “Foundation in expansive soils,” in Numerical 

method in Geotechnical engineering, C. S. Desai and J. T. 

Christian, Eds. McGraw-Hill, 1977. 

[15] D. G. Fredlund and H. Rahardjo, Soil mechanics for unsaturated 

soils. New York: Wiley, 1993. 

[16] J. R. Philip, “Hydrostatics and hydrodynamic in swelling soils,” 

Water Resour. Res., vol. 5, no. 5, pp. 1070–1077, 1969. 

[17] M. Sokolov and J. M. Amir, “Moisture distribution in covered 

clays,” in Proc. 3th Int. Conf. on expansive soils, Israel, 1973, pp. 

129–136. 

[18] P. W. Mitchell, “The structural analysis of footing on expansive s

 oil,” Research Report 1, 1979. 

[19] J. Li, “Two dimensional simulation of a stiffened slab on 

expansive soil subject to a leaking underground water pipe,” in 

Unsaturated Soils 2006, American Society of Civil Engineers, 

2006, pp. 2098–2109. 

[20] J. Li, “Finite element analysis of deep beam in expansive clays,” 

presented at the First International Conference on Unsaturated 

Soils, Paris, France, 1995, pp. 1109–1115. 

[21] A. S. El-Hames and K. S. Richards, “Testing the numerical 

difficulty applying Richards’ equation to sandy and clayey soils,” 

J. Hydrol., vol. 167, no. 1–4, pp. 381–391, May 1995. 

[22] J. Li, “Analysis and modelling of performance of footing on 

expansive soils,” PhD Thesis, University of South Australia, 1996. 

[23] M. L. Peréz-Rea, “Succión y comportamiento esfuerzo-

deformación en suelos expansivos,” Universidad Autónoma de 

Querétaro, Querétaro, México, 1993. 

[24] T. López-Lara, “Resistencia al esfuerzo cortante en arcillas 

expansivas de Jurica, Querétaro,” Universidad Autónoma de 

Querétaro, Querétaro, México, 1995. 

[25] K.-J. Bathe, Finite element procedures. Englewood Cliffs, N.J: 

Prentice Hall, 1996. 

[26] E. J. Badillo and A. R. Rodríguez, Mecánica de suelos. Ed. Revista 

de Ingeniería, 1969. 

[27] D. G. Fredlund, A. Xing, and S. Huang, “Predicting the 

permeability function for unsaturated soils using the soil-water 

characteristic curve,” Can. Geotech. J., vol. 31, no. 4, pp. 533–

546, 1994. 

[28] J. Šimůnek and M. van Genuchten, “Estimating unsaturated soil 

hydraulic properties from tension disc infiltrometer data by 

numerical inversion,” Water Resour. Res., vol. 32, no. 9, pp. 2683–

2696, 1996. 

[29] S. C. Chapra and R. P. Canale, Métodos numéricos para 

ingenieros. McGraw-Hill, 2007. 

 

 

 
 

103



Study degradation process by cracking in  simple 
concrete through acoustic emission technique and 

correlation parameters  
A.O. Méndez García #1, M.A. Pérez- Lara y Hernández #2, S.E. Crespo Sánchez#3 

#1
 Grad student DEPFI. Facultad de Ingeniería, Universidad Autónoma de Querétaro; Querétaro, México. C. P. 

76010 

 
#2

Professor DEPFI. Facultad de Ingeniería, Universidad Autónoma de Querétaro; Querétaro, México   
1jaguar_mega30@hotmail.com 

2migperez@uaq.mx 

#3Researcher, Instituto Mexicano del Transporte; Querétaro, México.  CP. 76703 
3screspo@imt.mx 

 
 

 

ABSTRACT. All structures gradually accumulate 

damage during their lifetime. Generally speaking, any structure 

is likely to behave erratically, since current conditions of service 

and / or characteristics of materials may differ from those 

expected by the designer. One of the causes contributing to 

deterioration, and therefore to the low performance of structures 

is cracking, which occurs as a natural response to stress 

conditions specifically developed in them [1]. The progressive 

cracking in structural elements can lead to failure, since it occurs 

within the material, which, over a continuous stress, produces the 

nucleation of these cracks to cause fractures of the material. The 

Nondestructive Technique NDT of Acoustic Emission AE has 

proven to be a powerful tool in the detection of damage as well as 

to assess the current state conditions of structural systems [2]. 
In this paper, AE technique is used as a tool for identifying and 

study degradation processes by cracking of simple concrete 

elements, using as main element the behavior of signals generated 

in the breaking process. The results show the effectiveness of the  

AE technique in describing this phenomenon of degradation of 

concrete and the correlations among its characteristic 

parameters and the image features of the  failure surfaces of the 

analyzed elements. 

Keywords— Acoustic emission, failure, cracking 

I. INTRODUCTION 

Concrete is one of the most used materials in structures 
such as bridges, dams and buildings [1]. These structures are 
exposed to damage affecting the conditions and structural 
performance during their service life. One of the most 
common damaging issues to concrete is produced by cracking, 
which is one of the biggest problems of design and durability 
[3]. This phenomenon is strongly linked to the heterogeneous 
nature of the material as a result of a natural response to stress 
conditions generated within it [1]. Such stress may be 
originated mainly by environmental or load conditions. 
Depending on their origin, they can be classified as 
mechanical, physical and chemical effects. Among the 

mechanical and physical effects, there are deformations due to 
volumetric changes, stresses caused by tensile forces, bending 
moments, shear forces and fatigue effects. 
Fracture processes are closely related to degradation by 
cracking as it is regarded as a continuous propagation process 
from initial micro –crack propagation, to macro-structural 
fracture, and complete structural failure [4] which is 
unpredictable due to the composite materials properties and 
their complex structure. 
 
 
Currently certain NDT can give a way to a greater 
understanding of the deterioration phenomena leading to 
functional impairment of the structure. Among them the 
acoustic emissions technique, is a powerful tool for 
evaluating structural systems without destroying the material 
conditions, with the advantage of detecting real and 
irreversible cracking in concrete structures. 
AE technique utilizes the elastic stress waves released by 
dislocation during the incremental loading process. These 
elastic waves are recorded by a transducer attached to the 
surface of the concrete structure [2]. 

II. GENERAL BACKGROUND 

The first formal studies of fracture and crack propagation of 
several materials is given by the Linear Elastic Fracture 
Mechanics LEFM which was proposed by Griffith in 1920, 
with its energy criterion of crack propagation. Subsequently, 
there were major contributions to the LEFM, developing 
various models of crack propagation. One of the highlights 
was proposed by Paris [5] and was the foundation for other 
models such as Walker [6] and the Forman´s Law [7], 
however, were Bazant and Xu [8], who proposed an 
amendment to the law of Paris for concrete application. Other 
models have been proposed by Continuum Damage 
Mechanics CDM, although these have been used frequently by 
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computational theorists, its main problem is the lack of 
experimental validation [9]. 

Currently, there is a growing need of rather than theoretical 
models, it is necessary a method that allows a more 
specialized study of cracking, applied not only on the material, 
but also on the structural assembly that could be used to 
determine the conditions of service of the structure[10,11], 
with the effectiveness of a nondestructive evaluation 
technique (NDE). In some assessments and monitoring 
systems it is vital to use a non-destructive reliable test (NDT), 
safe and able to provide real-time information on the 
conditions of the structure [2]. Experiments have proved the 
AE technique is a powerful tool for evaluation of some 
systems without destroying the material conditions [21-30], 
since this technique is capable of providing information 
through the analysis of AE parametric or waveform , which 
helps the understanding of the fracture process in concrete [4], 
by the fact of detecting cracking within the material . 
The AE technique has been used in numerous applications for 
process characterization of material damage, including large 
concrete structures [2]. 

A. Acoustic Emission 

Acoustic emissions, due to their generation and 
propagation through a continuous medium, are able to 
determine according to their intensity, the evolution and 
behavior of a material in the bearing condition, even without 
being subject a load [1]. 

Acoustic emission phenomenon is defined as the elastic wave 
propagation due to the release of energy in the material 
produced by micro fractures. Activity sources of EA include 
processes of plastic deformation such as structural 
deformation, crack expansion and other kinds of material 
degradation [12]. 

The basic principle of the AE is the detection of elastic waves 
radiated by the crack propagation, occurring not only on the 
surface but also in the inner section of a structure. Unlike 
ultrasound tests, AE equipment are designed to monitor 
acoustic emissions produced within the material during the 
failure or stress induction, rather than actively transmitting 
waves. The main components of the EA apparatus include 
transducers, signal amplifier, signal processor, and a monitor. 
[4],Fig.1. 

 
 
The sensors respond to the dynamic motion caused by an AE 
event. This is achieved by transducers which convert the 
mechanical movement into a voltage signal. 
The technique of acoustic emissions is based on the analysis 
of acoustic signals propagating in the form of elastic waves, 
and also are accompanied by changes in the structure of the 
material (concrete) which is generated by a local energy 
release with source located within the material and are 
commonly cracks or deformations [11] 
Initial and subsequent cracks, caused by an external action, 
result in energy changes, which may be acquired as acoustic 
waves in the member surface. 
EA signals can be recorded by sensors placed on the concrete 
surface and once recorded the signals (hit) [11] can be 
calculated certain parameters: amplitude in mV or dB, rise 
time, duration, signal strength, average signal frequency, 
number of counts [10] and energy. 
These signals can be divided into a classical approach, based 
on parameters, as well as under a quantitative approach based 
on waveforms [12] 
These approaches are used to determine a type of analysis and 
treatment for AE. [10] 

B. Parametric Analysis. 

The implementation of this type of analysis is 
recommended when the amount of data EA is large in a short 
period of time, therefore, the acquisition and processing of the 
waveform is not suitable [13]. In the parametric analysis, 
amplitude, rise time, duration, signal strength, average signal 
frequency, number of counts and energy characterize the 
signal EA (fig.2)[10]. In this approach, the characteristic 
parameters of the signal are used to assess the damage degree 
and to identify its nature. 
 

 

C. Signal waveform analysis. 

In the type of parametric analysis, only some of the 
parameters of EA are acquired or recorded during 
monitoring, but not the signal itself. This approach has a fast 
database, however, may acquire the raw waveforms in multi-
channels. The most important feature of this approach is the 
possibility of obtaining a better performance in noise 

Fig. 3 The basic principle of the AE 

Fig. 1 Basic parameters of an acoustic emission waveform 

Fig. 2 Basic parameters of an acoustic emission waveform 
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discrimination, providing better interpretation in some cases 
[13]. 
 

D. Difference between  AE parametric and waveform 

aproach. 

In the case of parametric analysis, the premise is that the 
signal is entirely defined by the parameter settings and 
storing this relatively small amount of parameter data 
requires less time and storage space, preferably rather than if 
entire waveforms are stored. Furthermore, in AE parametric 
based approach there are possibilities of having high records 
of data, in addition to high data speed storage so that fast 
visualization of data would be facilitated. In practice, it can 
be difficult to discriminate an AE signal from noise (e.g. 
caused by electronic pulses) after the signal has been 
reduced to a few parameters. This approach is also very 
dependent on the material and geometric properties. 
On the other hand, implementing AE signal based analysis 
allows for more comprehensive but time consuming analysis, 
however it should be noted that AE signal based approach 
usually offers analysis in a post processing environment 
whereas AE parametric makes real time monitoring possible. 
The most important feature of signal based analysis over 
parametric approach is the capability of signal-to-noise 
discrimination based on waveform. 
Certain parameters alone can provide a quantitative measure 
of progressive damage in a material, while some should 
relate to others to provide information on the phenomenon. 
In recent studies, the technique has been used in concrete to 
develop indices of damage to reinforced concrete structures 
and prestressed by estimating the accumulated energy 
(parametric analysis), which is associated with plastic 
deformation energy concrete[11], locating sources of release 
of this energy[19], behavioral assessments of this material 
with external reinforcement [20], etc. 
 

III. RESEARCH DESCRIPTION. 

In the present study, an analysis of concrete cracking 
processes through experimental test were performed in the 
laboratory applying the EA technique in simple concrete 
specimens following the Standard test method for Flexural 
strength  of concrete(Third-point Loading) ASTM C 78, with 
monotonous and linear load at break point. The acquisition of 
AE signals is continuous in time, and records are stored each 
time when an event exceeds the threshold level set at 35 dB. 
Sets of acquired signals in waveform approach are analyzed to 
obtain the characteristic acoustic parameters (hits, counts, 
energy, amplitude, etc.) by taking advantage that this approach 
provides for noise discrimination [13]. The aim of this study is 
to correlate AE information with the physical properties of 
failure surfaces of concrete elements tested, and understand 
the behavior of breaking through these correlations. Among 
the mentioned properties are estimated moduli of rupture, the 
percentages of coarse aggregates and distribution of their areas 
in the failure section. To analyze these properties, algorithms 
were developed using the technique of artificial vision or 

image processing that implies improvement in sharpness and 
filters that highlights forms, positions, sizes and other features 
of objects of particular interest. 
 

IV. EXPERIMENTAL PROGRAM 

There were made up to 40 prismatic specimens of 15x15cm 
constant cross section and a length of 50 cm, which were 
made with simple concrete with an average compressive 
strength at 28 days f’c = 200kg / cm2, with maximum 
aggregate size limestone ¾  (2cm), and slump of 10 cm. The 
specimens were cured by immersion in water curing tubs and 
hydrated lime. 
The specimens were tested following the Standard test method 
for Flexural strength  of concrete(Third-point Loading) ASTM 
C 78, using a servo hydraulic machine Instron 8503 with an 
application rate monotonic loading increased from 712.37 kgf 
/ min (6986N / min) which was calculated according to  
(ASTM C -78). 
The instrumentation of specimens for the acquisition of 
acoustic emission signals was performed with 4 piezoelectric 
transducers (front face S1, S2; posterior face S3, S4), with a 
sensitivity of 10 mV. Fig.3 shows the position of the 
specimen, also the location of piezoelectric transducers. The 
data acquisition was performed with a computer Physical 
Acoustic PCI-DS using a threshold level of 35 dB acquisition, 
signal processor (μDispTM), 4 channel capacity bandwidth of 
10kHz -2MHz, preamplifier with a gain 40dB. 

Fig. 4 Test setup, instrumentation and load specimen. 

Sensors were mounted by means of a device with mobile 
clamp to allow the desired location on the front and back of 
the specimen, and coupled to the surface with an epoxy 
material to ensure contact with the surface of the specimen, 
these sensors were established acquisition in a range of 10-400 
kHz. 
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V. DATA ANALYSIS AND PRELIMINARY 

RESULTS 

In order to perform the data analysis, the most significant 
factors of the experiment, such as Modulus of Rupture, Power 
signals, accounts, and percentage of aggregates in failure 
section are taken in account and to related to each other, with 
the intent of  derive behavior relationships . 
Concrete flexural strength, also known as the modulus of 
rupture, was estimated using the equation given in ASTM C-
78 . 

                                                                                                Ec. 1 

 
Where R is the modulus of rupture, P is the maximum load 
applied at the end of test (psi or MPa), L is the span, b is the 
width dimension (in or mm) and d is the depth of the section 
(in or mm). 
 
 

A. AE waveforms analysis 

The acquired signals (Fig. 4) were analyzed to obtain 
various characteristic parameters (Counts, Energy, Amplitude, 
and Rise Time), for which algorithms are designed in Matlab 
language. The counts were obtained discriminating events 
with lower amplitudes at threshold level set at 35 dB 
equivalent to 0.0056 V, according to the inherent noise in the 
test conditions. The counting of these events are automatically 
performed in the databases, the same way it is possible to 
determine the total or partial time duration of the event from 
crossing the threshold level. 
 

 
Fig. 4 Acoustic signal processing. 

 
   
From this analysis, it can be seen that the number of acoustic 
events that exceed the threshold level in the samples is, in 
itself, an indicator of progressive damage generated during the 
test as most counts have each hit, it is assumed that event is 
generated by a higher crack than a hit with few counts, then 
each hit serves to characterize a particular crack state while 
increasing hits over time serve to quantify the progressive 
damage over time. In the way that increase the percentage of 
load applied to the bending test, the number hits also suffers 
substantial increase (Fig. 5).    

Fig. 5 cracking increment taking in account AE Events 

 
Furthermore, the elastic energy released in each hit is 
identified in the characteristic parameters of analysis. This 
parameter is considered as the area under the curve of the 
signal, taking into account that the ideal is that it is a purified 
signal Fig. 6 
The relationship between the energy and the signal received at 
the transducer and the strain energy can be affected by factors 
such as distance from the source, attenuation due to the 
medium material and the coupling means [13], these factors 
are not treated in this study, and it can check in references [14-
18]. 
 
 
 
 
 
Where V is transient voltage of each channel, and to, ti is the 
time to start and end respectively of transient voltage. 
 
There were developed algorithms for integration and filtering 
of signals of acoustic events, and obtain the energy associated 
with these events. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Signal Reconstruction for integration of energy. 

Considering work with a clean signal, a reconstruction of the 
signal is performed using a Wavelet analysis where the noise 
band is eliminated, since the software EA (AEwin for DiSP) 
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allows this type of analysis applies this option to each hit each 
test performed, obtaining a fully refined noise signal. (Fig.6)  
 
 

B.  Surface analysis failure 

The failure surface of each specimen is processed for 
analysis by Artificial Vision. The process was conducted by 
the NI Vision Builder (VB) software, which uses a graphical 
language with a simple linear programming. Through digital 
photography, VB makes an interpretation of the object of 
interest, which can be acquired in real time or extracted from a 
storage medium. With this, a calibration is generated to 
correct defects of perspective of the lens or the camera and 
thus achieve a good definition of the edges of the section, 
since the object of particular interest is located within this 
area. Filtering of the objects contained within the edges is 
performed by differences in shades, shape and sizes. 
Measurement of parameters of interest is carried out by the 
pixel count conversion to metric units. Data obtained from the 
processing from the fault surfaces of the area were 
percentages of aggregates area and cement paste, distribution 
of these aggregates, and moments of inertia about their 
centroids.  
In Fig. 7 the failure cross-sectional image of a processed 
specimen with VB is shown.  
 
 

 

 

 

 

 

 
 

Fig. 7 Rupture cross section processed in VB 

Analyzing the failure surfaces, statistical distributions of 
aggregates surfaces that comprise these surfaces were 
obtained. It could be seen that as the average of the aggregate 
areas on this surface increases, also the amount of energy 
released does it too. Fig 8 shows the accumulated energy for 
two specimens differing in aggregates sizes in their failure 
surfaces. In it, T1 has a maximum aggregate size (MAS) of 
3.1cm2, measured through VB in its failure surface, whereas 
T2 has a MAS of 2.1 cm2 in the failure surface. 
 
Among other analyzes it was observed that there is a 
relationship between the number of registered counts and 
cumulative energy in simple concrete, this relationship is 
shown in Fig. 9. 

 

 fig. 8 Cumulative Energy in specimens with different  aggregate size     
in the failure surface. 

 fig. 9 Relationship among counts and Energy 

 
Through the analysis of the initial hits each test, cracking in 
the initial phase was determined by relating it to the maximum 
percentage of applied load, since the occurrence of the first hit 
is related to time and this in turn with the load a given instant. 
Although there are events occurring in a negligible percentage 
of damage loads, it is estimated that this is produced by 
rearrangement of particles of the material, rather than cracks 
or a micro cracks (Fig.10). 
 
Fig.10 shows that the related load to 15% of the ultimate 
capacity of the element is the initiation point of cracking 
damage. 
Taking as a reference the point where the first event is 
recorded in EA different specimens, the relationships shown 
in Table 1 were obtained. 
 
 
 
 

CUMULATIVE ENERGY 
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Fig.10 Determination of the onset of cracking through the initial hit 
 

 

TABLE 1. RELATIONSHIP AMONG CRACKING INITIATION, AGGREGATE AREA 
AND ENERGY. 

Test % i(P max) Aa (cm2) A1(cm2) A2(cm2) R(Mpa) E 

16 8.44 55.33 50.10 60.00 4.59 125.00 

20 5.82 56.45 54.04 58.00 4.76 1536.00 

              

3 23.00 53.67 58.84 56.22 3.82 145.00 

14 20.00 53.91 53.91 53.14 4.78 137.00 

              

5 28.10 53.17 47.89 58.44 4.11 139.00 

10 27.69 47.50 43.41 51.59 3.54 417.00 

22 30.00 53.32 55.97 50.67 5.40 1153.00 
              

8 

>30.00 

61.06 60.89 62.23 3.94 135.00 

12 67.69 69.21 76.18 5.03 112.00 

23 61.95 55.97 50.67 4.81 107.00 

 
 
Where % i (Pmax) is the percentage of  initiating events in 
function of the maximum load, Aa is the average aggregate 
area on the failure surface, A1 and A2 are the areas on the 
failure surfaces,  R is modulus of rupture and E is energy. 
 
 This table shows the influence of the aggregate in obtaining 
energy from EA test. When the variation of areas A1 and A2 
is small, a symmetrical fracture of aggregates is assumed, 
while when the difference is greater, it is assumed detachment 
at the interface of the aggregate. 
Tests 16 and 20 have an onset of activity EA less than 10% 
with an aggregate average area Aa very similar, but with 
totally different energies, which explains the difference of 
areas on the faces of rupture, for 20 A symmetric test 
aggregate fracture occurs, while the test 16 exists most 
interface detachment  of the aggregate (Fig.11 and 12). 

In contrast to the tests 3 and 14 which have an onset of 
activity after 20% of the load, and equal Aa, they have a 
similar proportion of energy, just as having a very slight 
variation in the areas A1 and A2. 
Following these analogies can be reviewed other test of table 
1. 
 

Fig. 11. Test 16, A1 and A2 respective surfaces (aggregate transition zone). 

 

 

Fig. 12 Test 20, A1 and A2 respective surfaces (Symmetric fracture). 

 
 
 

VI. CONCLUTIONS 

Based on the results shown, it can be seen that through the 
analysis of waveform signals and their correlation among AE , 
mechanical and physical parameters can explain phenomenon 
related to cracking and concrete failure.  
Although the crack initiation process begins at 15% of the 
maximum load, is from 80% of the maximum load that the 
element begins to have more severe damage (Fig, 10 and 5 
respectively) 
The influence the aggregates in the degrading cracking 
process of degradation is reflected in the energy parameter. 
The larger aggregates, greater energy is released on a 
symmetric breaking (A1similar to A2). 
 Taking as reference the modulus of rupture of Table 1, it is 
assumed that this value has a relationship with the symmetric 
rupture or interface detachment of the aggregate, as in a 
comparative way, specimens that have a symmetrical rupture, 
also have a larger module of rupture than the specimens with 
detachment of the aggregate. 

CRACKING INITIATION  
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The results of the investigation encourage the use of this 
technique as a possible tool for assessing concrete structural 
elements under several stress conditions. 
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Abstract—The 39 main rivers of Mexico and the 667 large 

dams to operate in the country of Mexico, moves a significant 

amount of sediment, which have not quantified accurately in our 

country and causing major problems of flooding, disasters and in 

general, hydraulic, and hydrological problems, which requiring 

resolved taking as data, among others, through sediment 

transport. This paper discusses the different current sediment 

transport models and select models developed by the National 

Center for Computational Hydroscience and Engineering 

(NCCHE) of the University of Mississippi, USA, to be applied to 

rivers of the country of Mexico. The governing equations, model 

closures, empirical functions and numerical methods of sediment 

transport models in NCCHE are briefly reviewed in this paper. 

Several verification and application examples are selected to 

demonstrate the capabilities of NCCHE’s models. The amount of 

sediment transport of the Papagayo River was determinate by the 

CCHE2D model and the results will be used for design of some 

hydraulic structures at the Papagayo River. 

Keywords—CCHE2D; river; sediment; transport 

I. INTRODUCTION 

The rivers in the country of Mexico drain approximately 
400 cubic kilometers of water annually, including waters that 
fall from neighboring countries and discounting departing 
towards them. Approximately 87 % of this runoff occurs in 39 
major rivers whose basins occupy nearly 58 % of the 
continental territorial extension. Rivers that account for 65 % 
of runoff are Grijalva-Usumacinta, Papaloapan, 
Coatzacoalcos, Balsas, Pánuco, Santiago, and Tonalá (whose 
basins together totaled 22 % of the national territory). The 
Rivers Balsas and Santiago belong to the Pacific slope and the 
other five to the slope of the Gulf of Mexico. For its length 
highlight the Bravo and Grijalva-Usumacinta rivers. 

Some of the water that drains by rivers is currently stored in 
dams and used, between other purposes, for the production of 
food, the generation of electric power, flood control, and 
industrial and domestic uses water supply. Major dams in the 
country of Mexico began to build before 1920 and had a 
growth accelerated between 1940 and 1970. Of 4000 existing 
dams, 667 are classified as large dams in accordance with the 
criteria of the International Commission of Large Dams. 
Storage capacity provided is 150 cubic kilometers of water and 
together would be 37 % of the annual average runoff from the 
country. However, the average volume storage in 51 major 
dams in the country between 1990 and 2004 was 61 cubic 
kilometers. 

 
Fig. 1.  Major rivers of México 
 

Of these 39 main rivers of Mexico and the 667 large dams 
to operate in the country of Mexico, moves a significant 
amount of sediment, which have not quantified accurately in 
our country and causing major problems of flooding, disasters 
and in general, hydraulic, and hydrological problems, which 
requiring resolved taking as data, among others, through 
sediment transport. 

This paper discusses the different current sediment 
transport models and select models developed by the National 
Center for Computational Hydroscience and Engineering 
(NCCHE) of the University of Mississippi, in the United 
States, to be applied in the determination of the sediment 
transport of the Mexican rivers and particularly the Papagayo 
river. 

II. STUDY METHODS 

A. Comparison of sediment transport models 

First, There are many sediment transport models, and each 
has its strengths and weaknesses. Comprehensive reviews of 
the capabilities and performance of these models are provided 
in reports by the National Re-search Council (1983), and Fan 
(1988), among others. Fifteen U.S. Federal agencies 
participated in a Federal Interagency Stream Restoration 
Working Group (1998) to produce a handbook. They selected 
eight models for comparison: CHARIMA (Holly et al., 1990), 
FLUVIAL-12 (Chang, 1990), HEC-6 (U.S. Army Corps of 
Engineers, 1993), TAS-2 (McAnally and Thomas, 11985), 
MEANDER (Johannesson and Parker, 1985), USGS (Nelson 
and Smith, 1989), D-O-T (Darby and Thorne, 1996, and 
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Osman and Thorne, 1988), and GSTARS (Molinas and Yang, 
1986). We aggregated NCCHE models (Wu and Wang, 2002). 
Tables 1, 2, and 3 summarized the comparisons of these nine 
sediment transport models. 

TABLE I. MODELING CAPABILITIES OF SEDIMENT TRANSPORT 
MODELS. 

Model 1 2 3 4 5 6 7 8 9 

Upstream water & 
sediment hydraulic 

Y Y Y Y Y Y Y Y Y 

Downstream stage 
specification 

Y Y Y Y Y N Y Y Y 

Floodplain 
sedimentation 

N N N Y N N N N Y 

Suspended sediment 
transport 

Y Y N Y N N N N Y 

Total sediment transport N N Y N N Y Y Y Y 

Bed load transport Y Y Y N Y N N Y Y 
Cohesive sediments N N Y Y N Y N Y Y 
Bed armoring Y Y Y N N N Y Y Y 
Hydraulic sorting 
substrate material 

Y Y Y N N N Y Y Y 

Fluvial erosion of stream 
banks 

N Y N N N N Y Y Y 

Bank mass failure under 
gravity 

N N N N N N Y N Y 

Straight no prismatic 
reaches 

Y Y Y Y N N Y Y Y 

Irregular no prismatic 
reaches 

N N N Y N N Y Y Y 

Branched channel 
network 

Y Y Y Y N N N N Y 

Looped channel network Y N N Y N N N N Y 

Channel beds N Y N Y Y N Y Y Y 
Meandering belts N N N N N Y N N Y 
Rivers Y Y Y Y Y Y Y Y Y 
Bridge crossing N N N Y N N N N Y 
Reservoirs N Y Y N N N N Y Y 

Model 1, CHARIMA; Model 2, FLUVIAL-12; Model 3, HEC-6; 

Model 4, TAS-2; Model 5, MEANDER; Model 6, USGS; Model 7, D-O-T; 

Model 8, GSTARS; Model 9, NCCHE. Y = Yes  N = No 

 

TABLE II. DISCRETIZATION AND FORMULATION OF SEDIMENT 
TRANSPORT MODELS. 

Model 1 2 3 4 5 6 7 8 9 

Unsteady flow Y Y N Y N Y N N Y 
Stepped hydrograph Y Y Y Y Y Y Y Y Y 
One-dimensional Y Y Y N N N Y Y Y 
Quasi two dimensional N Y N N N N Y Y Y 
Two-dimensional N N N Y Y Y N N Y 
Depth-average flow - - - Y Y Y - Y Y 
Deformable bed Y Y Y Y Y Y Y Y Y 
Banks N Y N N N N Y Y Y 
Graded sediment load Y Y Y Y Y N Y Y Y 
No uniform grid Y Y Y Y Y Y Y Y Y 
Variable time steeping Y N Y N N N N Y Y 

 

TABLE III. NUMERICAL SOLUTION SCHEME OF SEDIMENT 
TRANSPORT MODELS. 

Model 1 2 3 4 5 6 7 8 9 

Standard Step Method N Y Y N N N Y Y Y 
Finite difference Y N Y N Y Y Y Y Y 
Finite element N N N Y N N N N Y 

B. Research on sediment transport by the NCCHE 

The Fundamental research on sediment transport has been 
conducted at NCCHE in past years. NCCHE researchers 
proposed formulas for determining the fractional transport 
capacities of bed load and suspended load, which take into 
account the hiding and exposure effects among different size 
classes. In addition, formulas for the calculations of sediment 
de-posit porosity, settling velocity, movable bed roughness and 
sediment transport over steep slopes were also developed. 
These formulas were calibrated using a large data set that 
included experimental and field measurements. 

The newly proposed Wu et al (2000) sediment transport 
capacity formulas were tested independently against many 
different experiment and field data, including Brownlie (1981) 
data sets, and Toffaleti (1968) data sets. Wu et al. formulas 
were also compared with some existing formulas, such as 
Ackers and White (1973) formula and its modification by 
Proffit and Sutherland (1983), Engelund and Hansen (1967) 
formula, Yang (1973) formula, and the SEDTRA module 
(Garbrecht, et al. 1995). Wu et al. formulas can provide reliable 
predictions for the fractional discharges of bed load, suspended 
load, and bed-material load. 

 
Fig. 2.  Formulas for movable bed roughness, (Wu and Wang) 

 

 
Fig. 3. Formulas for fractional suspended-load discharge (Wu, Wang and Jia) 
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C. Governing equations 

Because many open channel flows are of shallow water 
problems, the effect of vertical motions is usually of 
insignificant magnitude. The depth integrated two-dimensional 
equations are generally accepted for studying the open channel 
hydraulics with reasonable accuracy and efficiency. 

The momentum equations for depth-integrated two-
dimensional turbulent flows in a Cartesian coordinate system 
are: 

 
               (1) 

 
               (2) 

Where u and v are depth-integrated velocity components in 
x and y directions, respectively; t is the time; g is the 
gravitational acceleration; η is the water surface elevation; ρ is 
the density of water; h is the local water depth; fCor is the 
Coriolis parameter; τxx, τxy, τyx, and τyy are depth integrated 
Reynolds stresses; and τbx and τby are shear stresses on the bed 
and flow interface. The shear stress terms at the water surface 
are dropped since wind shear driven effect is not considered in 
this version of the model. 

Free surface elevation for the flow is calculated by the 
depth-integrated continuity equation: 

             (3) 
Where η is the free surface elevation, h is the water depth. 

Because bed morphological change is a much slower process 
than hydrodynamics, this equation is widely accepted and 
utilized for computing free surface elevation with two-
dimensional models. One may note in cases when the bed 
elevation changes fast due to erosion or deposition, equation 2 
should be applied. 

The turbulence Reynolds stresses in the equations (1) and 
(2) are approximated according to the Bousinesq’s assumption 
that they are related to the main rate of the strains of the depth-
averaged flow field with a coefficient of eddy viscosity: 
surface elevation for the flow is calculated by the depth-
integrated continuity equation: 

=            (4) 

             (5) 

            (6) 

             (7) 

            (8) 

As it is well known, that eddy viscosity is a function of the 
flow, and it can be related to the flow properties in different 
ways. 

Another important problem regarding both mixing length 
model and parabolic model is the wall effect. Very close to the 
wall, the distance to the wall should be used as the length scale 
instead of that to the bed. Otherwise, the depth integrated 
coefficients for the eddy viscosity would be too large when the 
interior nodes are close to the wall. 

In the CCHE2D model the normal distance from a node to 
the wall (dw) is used to calculate the mixing length in the 
region dw/h < 0.3245. And it is also used to calculate the 
parabolic profile in the range dw/h < 0.21. The number 0.3245 
and 0.21 are the relative distances where mixing length and the 
parabolic profile are equal to their depth averaged values, 
respectively. This approach avoids the prediction of very large 
eddy viscosity near the wall. 

III. RESULTS 

A. Field investigations 

In this study, the amount of sediment transport was 
determinate in the Papagayo river basin area, a region 
pertaining to the 20th hydrological region located close to the 
cost of the state of Guerrero in the country of Mexico. The 
Papagayo river basin includes in its territory the capital of the 
State of Guerrero, Chilpancingo, and therefore, possible 
changes in the future use of sediment transport, (i.e. irrigation, 
storage, supply populations, industrial and eco-logical use) are 
of major political relevance to this region. Indeed, the impact 
on the hydrological cycle by current climate changes will only 
aggravate social conflicts between populations disputing for 
water both locally and regionally. 

The State of Guerrero is located south of Mexico facing the 
Pacific Ocean, between the 16o18' and 18°48' north latitude 
and the 98°03' and 102°12' west longitude. Although the whole 
of its territory is in the intertropical area, its complex 
geography makes possible the existence of multiple climate 
types. 

 
Fig. 4. Map of the geographical region of study located at the State of 
Guerrero in the country of Mexico 
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The Papagayo river basin is the most important of the 
south-west region in Mexico and brings together the waters of 
the Omitlán, Azul or Petaquillas and Papagayo rivers. The 
later, flows into the waters of the Pacific Ocean, and in this 
basin is located La Venta hydroelectric dam. 

 
Fig. 5. Papagayo river basin 

B. Selection of model 

After to revise some sediment transport models and the 
characteristics of the Papagayo river in the country of Mexico, 
it concludes that the best sediment transport models to apply to 
this Mexican river are the models developed by the National 
Center for Computational Hydroscience and Engineering 
(NCCHE) of the University of Mississippi, in the United 
States, which apply the next diagram. 

 
 

Fig. 6. Process used by the NCCHE’s models 
 

The software package proposed is the CCHE2D model to 
simulate the sediment transport in dendritic channels networks 
of the Mexican rivers. 

C. Results of modeling 

The first step was to obtain the digital elevation model 
(DEM) of Papagayo river, which was acquired in the National 
Institute of Statistics and Geography (INEGI) in Mexico. 

The next step was the importation of DEM with ASCII 
codification into the CCHE-MESH  to generating the necessary 
mesh. 

 

 
Fig. 7. Generated mesh of Papagayo river 

 
The next step was the generation of the algebraic mesh, to 

apply the numerical methods to resolve the differential 
equations system. 

 
 

Figure 8. Algebraic mesh of Papagayo river 
 

It was necessary select the numerical method to apply, 
between 7 proposed by the CCHE2D: 

1. RL Orthogonal Mesh 

2. RL Orthogonal Mesh with smoothness controls 

3. RL Orthogonal Mesh with auto smoothness controls, 
type a 

4. RL Orthogonal Mesh with auto smoothness controls, 
type b 

5. Adaptive Mesh 

6. TTM Orthogonal Mesh 

7. Laplace Conformal Mesh 

Next it was selected RL Orthogonal Mesh with smoothness 
controls and the results it shown in the next figure 
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Figure 9. Application of numerical method to algebraic mesh of Papagayo 
river 
 

Finally it was obtained the sediment transport in various 
sections along this river using the CCHE2D and the results are 
shown in the next figure 

 
 

Figure 10. CCHE2D applied to Papagayo river 
 

Using all the elements of the model used it was obtained 
the mean values of the sediment transport in the zone analyzed 
of Papagayo river, near the hydrometric station 3 
(CONAGUA). 

 
 

Figure 11. Results of the sediment transport of the Papagayo river 

D. Measurements of sediments 

Measuring of sediments in the Mexican rivers is realized by 
two federal institutions. The Electricity Federal Commission 
(CFE), which have 89 hydro-metric stations, with 73 stations 
with measuring of sediments. The second institution is the 
Water National Commission (CONAGUA) with 37 hydro-

logic regions and 2, 321 hydrometric stations, which only 398 
have equip to do measurements of sediments in rivers. 

Hydrometric station number 3 Agua Salada is the station 
more proximity to the application of the model CCHE2D used 
in this work and the information recollected was between the 
years 1987 and 2004, with a annual mean of sediments 0.362 
kg/m³, and the year with more sediments was 1998 with 0.510 
kg/m³, and the year with less sediments was 1999 with 0.249 
kg/m³. Next figures and table show the characteristics of 
sediments of this hydrologic station. 

 
 
Figure 12. Month variation of the mean concentration of sediments in Agua 

Salada station between 1988 to 2004 

 

 
 

Figure 13. Annual variation of the concentration of sediments in Agua Salada 
station between 1987 to 2004 
 

TABLE IV. VALUES OF THE MONTH AND MEAN CONCENTRATION 

OF SEDIMENTS IN AGUA SALADA STATION (CONAGUA) 

STATION: Agua Salada 

RIVER: Papagayo 

WATERSHED: River Papagayo 

Year Jan Feb Mar Apr May 

1987           

1988 0.242 0.038 0.547 0.034 0.000 

1989 0.000 0.000 0.000 0.000 0.000 

1990 0.000 0.023 0.000 0.000 0.366 

1991 0.000 0.000 0.000 0.000 0.000 

1992 0.000 0.000 0.000 0.000 0.288 

1993 0.000 0.092 0.000 0.000 0.000 

1994 0.000 0.000 0.000 0.000 0.019 
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1995 0.000 0.058 0.000 0.000 0.364 

1996 0.000 0.000 0.000 0.000 0.282 

1997 0.007 0.000 0.008 0.012 0.368 

1998 0.000 0.000 0.000 0.000 0.000 

1999 0.000 0.000 0.000 0.000 0.006 

2000 0.000 0.000 0.000 0.000 0.115 

2001 0.000 0.000 0.000 0.000 0.133 

2002 0.000 0.000 0.000 0.000 0.107 

2003 0.000 0.000 0.000 0.000 0.149 

2004 0.000 0.000 0.000 0.000 0.195 

Mean 0.015 0.012 0.033 0.003 0.141 

Min 0.000 0.000 0.000 0.000 0.000 

Max 0.242 0.092 0.547 0.034 0.368 

 

Jun Jul Aug Sep Oct Nov Dec Annual 

      0.545 0.256 0.246 0.103 0.288 

0.962 1.155 1.174 1.139 0.275 0.299 0.009 0.490 

0.875 1.529 1.397 1.174 0.369 0.000 0.000 0.445 

1.006 0.687 0.668 0.447 0.505 0.092 0.003 0.316 

0.775 1.068 1.051 0.846 0.767 0.300 0.000 0.401 

0.579 0.991 0.521 0.747 0.353 0.262 0.000 0.312 

1.634 1.109 0.830 1.115 0.438 0.067 0.000 0.440 

1.482 0.710 1.136 0.778 0.685 0.065 0.000 0.406 

1.576 1.330 1.180 1.042 0.296 0.044 0.000 0.491 

1.007 0.660 0.503 0.549 0.346 0.017 0.000 0.280 

0.360 0.551 0.564 1.430 0.337 0.142 0.000 0.315 

0.942 0.982 1.750 1.365 0.881 0.196 0.000 0.510 

0.557 0.614 1.118 0.372 0.315 0.004 0.000 0.249 

1.543 0.763 0.824 0.694 0.201 0.006 0.000 0.346 

1.111 0.764 0.931 0.479 0.251 0.133 0.000 0.317 

0.780 0.827 0.320 1.266 0.461 0.268 0.000 0.336 

0.623 0.744 0.676 0.896 0.467 0.055 0.000 0.301 

0.695 0.612 0.897 0.645 0.243 0.018 0.000 0.275 

0.971 0.888 0.914 0.863 0.414 0.123 0.006 0.362 

0.360 0.551 0.320 0.372 0.201 0.000 0.000 0.249 

1.634 1.529 1.750 1.430 0.881 0.300 0.103 0.510 

 

IV. CONCLUSIONS 

Comparison between the sediment transport along the 
Papagayo river using the CCHE2D and the measuring of 
sediments realized by Electricity Federal Commission (CFE) at 
the hydrometric station number 3 Agua Salada, shown a 
difference of 39% in the mean values for the last year of 
measurements. It is necessary to work in the another 3 
hydrometric station along the Papagayo river to obtain more 
results, which are working at present moment. 

It is important emphasize that this is the first application of 
NCCHE models in a Mexican river. 
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Abstract—Despite the importance of the suction in the behavior

of the soils, the current geotechnical engineering have not

focused their efforts on improving current methods of measuring

suction. This paper presents a comparison between non-contact

filter paper method and the chilled mirror hygrometer for

measuring suction on clays.

The comparison focuses on three factors; accuracy, easiness and

reading time. The relationship between these three factors will

show if the chilled mirror hygrometer is a suitable method for

measuring suction on unsaturated soil.

Keywords—chilled mirror hygrometer; non-contact filter paper

method; suction; unsaturated soils

I. INTRODUCTION

Nowadays and even more in Mexico, the use of chilled mirror
hygrometer has been limited to agriculture and food industry.
This device utilizes the dew point phenomenon occurred
within a sealed chamber where the balance between a sample
and the surrounding medium are looking for [1]. This balance
occurs just at the time that the first dewdrop is form on a
mirror that is cooled by a fan and the temperature is recorded
by a thermocouple inside the sealed chamber and is the time it
takes to happen which allows relating the dew point with
hydric properties of a sample [2].

This knowledge leads us to propose the use of the chilled
mirror hygrometer in particular areas of engineering such as
unsaturated soils mechanics and determination of soil suction.
This is not just because the chilled mirror hygrometer can be
used for suction measurement but because the importance of
this property on the unsaturated soil mechanics because the
behavior of soils can be translated in terms of soil suction, and
can be characterized for each particular soil-water retention
curve [3].

The main competitors for the chilled mirror hygrometer in
suction measurement are the thermocouple psychrometer and
the non-contact filter paper method which though it has the
advantage of currently being the most commonly used within
the geotechnical community for its wide range of suction
measuring, also has the disadvantage of being the method
with longer reading time, unlike the thermocouple
psychrometer which has a short reading time but with a very
low range of application because the maximum degree of
cooling that can reach this method is 0.6 ᴼC below room
temperature, which limits the maximum suction reading
psychrometer to 4.9 pF or 8 MPa [4].

These characteristics of the non-contact filter paper method
and thermocouple psychrometer turn these methods into a
disadvantage when quick results that ensure the accuracy of
the suction measured over a wide range of application are
desired.

It is well known that suction, as a fundamental element in the
behavior of unsaturated soils, has a particular behavior called
hysteresis. This property prevents the soil in terms of suction,
to behave in the same way under the same conditions, because
of the path taken to reach these conditions, for example, if the
soil was taken to a moisture state by drying or wetting. Is
because this property that for the realization of a characteristic
curve are needed at least 10 measuring points for each
possible path and 7 to 14 days for the measurement process
for each of the measured points required [5], therefor, a final
time of at least 1-2 months is required Unlike the chilled
mirror hygrometer which reduces time to a period of 2-3
weeks, or even less if you have enough experience using this
method.

Therefore, the aim of this paper is to show the advantages
of using the chilled mirror hygrometer for measuring suction
in CH clays of Querétaro Valley in terms of accuracy,
easiness and time of reading. So, this target can be reached
only by using one path for reach the moisture state for each
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method because if the accuracy, easiness and reading time of
the chilled mirror hygrometer are admissible, then also it will
be for the other path so it will be used only the drying path.

II. PAST STUDIES

The study of soil suction has been a major topic of interest
since the beginning of the "Soil Mechanics" when Karl
Terzaghi in 1925 [6], gave birth to the now well-known term
[7]. Soil mechanics had the difficult task of finding the
relationship between some soil properties such as expansion
pressure or volume change of soil and soil water retention
curve or soil suction. That is why measuring the suction is a
process of high importance for the study of unsaturated soils
and their behavior.

Since this is the level of importance that the suction
determination on unsaturated soils have, it is essential to find
the most accurate method for suction measurement. The
optimization of laboratory processes is not a new area of
research, from the first laboratory tests, has always looked for
optimization of time, cost and application ranges and tests for
measuring suction in unsaturated soils are no exception.

An example is the University of Technology, Dalian, China,
where Hu Pan [8], made comparative studies of current direct
and indirect methods for suction measurement in laboratory
where they found a relationship between different laboratory
methods, total measured suction or it's matric or osmotic
components, the range of suction that are able to measure and
the time it takes to reach equilibrium. The results of such
research are summarized in Table I [8].

Suction measurement processes can be divided into two main
areas, direct and indirect measurements. Direct measurements
make use of the theory of suction which states that suction

values were calculated based on the direct measurement of
negative pore pressure in the soil, which serve as the basis of
existing negative pressures on the soil matrix. For example,
with a given pore pressure and by subtracting the air pressure,
generally equal to the atmospheric pressure of site [8], we can
directly obtain the matric suction of the soil sample. Because
of this, in order to make a direct measurement of the suction,
it is necessary to perform a phase separation in liquid and gas
state in the soil, which is achieved by using ceramic discs, in
this case, the air entry value of the ceramic disc will determine
the ranges of direct suction measurement.

Moreover, indirect measurement processes vary depending on
the method, but the basic principle is to use physical or
chemical principles or specially designed sensors for
measuring certain properties, which, by mathematical
processes can be related to the suction of a soil sample. It
means that the suction will be determined using the
knowledge obtained from different properties that directly
affect the soil in question. Such is the case of measurements
made by the filter paper method where by using filter paper
circles of 5.5cm diameter placed above a soil sample and
inside a hermetically sealed container the equilibrium between
the paper filter (pore sensor) and matric soil suction is looked
for; therefore the weight of water adsorbed by the pore sensor
determines the matric suction of the soil sample [9].

Is important to note that the two processes mentioned above
have their role in determining the matric suction, but the
component of the total suction can also be determined by
indirect methods of measurement based on certain different
properties such as the dew point, relative humidity and
temperature. The chilled mirror hygrometer is one of these
methods. The chilled mirror hygrometer is mainly based in the
dew point technique for the determination of the hydric
potential of porous materials.

TABLE I Summary Of Suction Measurement Methods
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III. TESTING SAMPLES

In the Valley of Querétaro the predominant type of soils are
expansive clays known as CH by SUCS [10].This type of soil,
unaltered, will be the sample for laboratory tests discussed on
this paper.

IV. EXPERIMENTAL PROGRAM

A. Preparation of specimens

In order to give greater importance to the results, the research
is focused on the use of soil samples from an area with large
expansive problems; this area is known as Juriquilla,
Querétaro. In this area undisturbed soil samples were obtained
[11], from which two types of specimens were made in the
laboratory from the initial undisturbed sample.

The first specimen (for non-contact filter paper method or N-
C FPM) was styled caring generate rectangular prismatic
shapes and trying not to alter the internal structure of the soil.
The volume of these specimens have a large variation from
sample to sample within a single type of specimen, however,
the volume is not a factor since their contribution to the
results is only the speed with which equilibrium is generated
the sample with the environment that surrounds it inside a

sealed chamber. Also all the samples will be left in balancing

process for 14 days.

For the second specimen (for chilled mirror hygrometer or
CMH) the same conditions were carried out , however, the
volume of the specimens of type two is considerably smaller
than the type one keeping an approximate ratio of 10 to 1
where the second type of specimens have an estimated
volume average of 2 to 3 cm3.

The number of samples for each type of specimen will be 10
units undergo a drying process. It is important to note that
both processes, wetting and drying, represent variations in the
internal efforts of each sample, which, if they are not done in
proper proportion for each increment or decrement could
generate cracks in samples in certain cases involve loss of the
sample.

B. Experimental Sequence

As mentioned above, there is a line of wetting and drying for
each characteristic curve, these paths involve specific process
for each one since for the case of this paper only the drying
path will be used so for this path is required to completely wet
the samples and after dry the samples gradually.

To obtain comparable results, it was proposed to start
alongside wetting and drying processes of all samples using a
hand sprayer to add water in small amounts once or twice a

day for wetting process and leaving slightly exposed to room
temperature samples all day for drying process.

Finally the samples will be submitted to their respective
methods efforts to implement each method to each sample at
the time this reaches the necessary degree of saturation trying
not to allow moisture variations in the sample as these could
cause changes in the lines of hysteresis.

V. NON-CONTACT FILTER PAPER METHOD

This test, based on ASTM D5298-10 [9] standard, aims to
determine the potential of matric, osmotic and total suction of
the soil using filter paper as a passive sensor for measuring
energy state (negative pressure) exerted by the water in the
pores of a partially saturated soil.

Briefly, the method consists in placing filter paper in an
airtight container together with a soil specimen for seven to
fourteen days to allow the water vapor pressure of the pores in
the specimen, the water vapor pressure of the filter paper and
the pressure of water vapor in the air within the container to
reach equilibrium.

The weight of the filter papers should be determined before
the test and after the end of the equilibrium process. With
them, the moistures of the filter papers are determined and by
subsequent, the suction of the soil sample is found from a
relationship previously calibrated for the filter paper used,
between the water content of the paper and the suction.

The calibration procedure should be made to the filter paper
used. Complying with ASTM E 832 standard - 81 [12], it
could be used these brands as the filter papers: Whatman
No.42, Fisherbrand 9-790A and Schleicher and Schuell No.
589 White Ribbon. Commercially filter papers comes in
circles, a suitable diameter for this test is 5.5 cm.  To calibrate
them, the procedure above described to determine the suction
a soil sample should be applied, however, to perform a
calibration will be necessary to replace the soil sample by a
saline solution in which you can use sodium chloride or
potassium chloride dissolved in 50ml of distilled water and
placing the filter paper on an inert support of stainless steel or
PVC. The water used must be at 20 ᴼC to match Table II;
otherwise you should consider variations suction produced by
the temperature differential.

This procedure is repeated for all salt concentrations for
which the osmotic suction developed are known and thus we
are able to generate a calibration graph based on the weights
obtained from the filter papers used and suctions already
known from the salt concentrations.
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TABLE II Salt Concentrations And Its Suctions For Filter Paper
Calibration

VI. CHILLED MIRROR HYGROMETHER
METHOD

The chilled mirror hygrometer test also requires a calibration
process which is similarly to the filter paper calibration. We
will use the calibration method of the non-contact filter paper
method with the only variant that the volumes used are less
because the space available in the chilled mirror hygrometer is
limited.

The internal process developed by the chilled mirror
hygrometer is primarily similar to that developed by the
thermocouple psychrometer as this allows measurement of the
temperature by a Peltier device [13], as the hygrometer does.
Furthermore the hygrometer uses the dew point technique
within an airtight chamber seeking a balance between the
liquid phase of the soil and water in the gas phase or water
vapor contained in the air above the sample within the airtight
chamber. Also a fan is used to cool a mirror inside the
chamber and form in it the mirror the first dewdrop and
subsequently heating the mirror to eliminate such drop [14].

The temperature of the mirror to which the first dewdrop
appears and disappears is measured with a thermocouple. To
determine the time of occurrence of the dewdrop an optical
device that measures the angle of reflectance of a beam of
light incident on the mirror constantly, at the time that this
beam resulting reflected at a different angle, this is caused by
the appearance of the first dewdrop .

The cooling fan is also used to recirculate air inside the sealed
chamber to avoid temperature changes during heat exchange
and thus accelerate the process of balance [15].

Once the temperature has stabilized and the first dewdrop has
appeared, the instrument determined the relative humidity in
the chamber sealed space which will be related to the total
suction of the soil sample.

VII. RESULTS AND DISCUSSION

The results obtained after performing the corresponding filter
paper tests are presented in suction against degree of
saturation graph, as well as the results obtained by using
chilled mirror hygrometer.

The first graph shown in the Fig. 1 shows the drying curve
obtained using the non-contact filter paper method and a
polynomial approximation with the corresponding equation
and correlation coefficient with the data obtained from the
non-contact filter paper tests.

The Fig. 2 shows the polynomial approximation for the drying
curve and the results for some suction measurements using the
chilled mirror hygrometer and the Fig. 3 shows the same
results of the chilled mirror hygrometer versus the results
obtained from the polynomial approximation for the non-
contact filter paper method in the same degree of saturation.

The most important factor is the accuracy in the measured
value since this value determines whether the data obtained
with the chilled mirror hygrometer is accurate and useful for
any investigation. These results are shown in the Table III
were the results obtained from the chilled mirror hygrometer
present an error with respect the ones obtained from the non-
contact filter paper method but this percentage of error is
relatively small for intermediate values of degree of saturation
but for outliers values the percentage increase but it is just
because the range of application of the chilled mirror
hygrometer originally does not cover this values but even with
this error the results obtained are sufficiently good for
research purposes.

Finally the details of easiness, execution times and accuracy
of both methods will be presented in Table IV. As is shown in
Table 4 the use of chilled mirror hygrometer in determining
the suction of clays, not only achieves a reduction of over
50% in the total execution time respect the non-contact filter
paper method but also achieves facilitate testing process in
general.

Using samples of a volume near to 3cm3 resulted in faster
drying and wetting process and since having a smaller
distance from the center of the sample to its boundaries favors
the balance of moisture in the sample therefore the differences
in the internal stresses of the soil that appears when the
humidity of the soil changes, are minimal in magnitude and
duration.
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TABLE III Salt Concentrations And Its Suctions For Filter Paper Calibration

Suction Measurement by the Drying Line

Chilled Mirror Hygrometer Method Polynomial Approximation for N-C FPM Variation in CMH Results

Degree of

Saturation

Suction

(kPa)

Degree of

Saturation

Suction

(kPa)

Error

(kPa)

Error

(%)

0.77 200 0.77 219.8711 19.8711 9.04%

0.71 12170 0.71 13106.4481 936.4481 7.14%

0.64 29120 0.64 30754.4736 1634.4736 5.31%

0.57 48630 0.57 50664.7409 2034.7409 4.02%

0.51 67350 0.51 69531.2441 2181.2441 3.14%

0.42 97620 0.42 100947.3524 3327.3524 3.30%

0.34 126570 0.34 132012.2196 5442.2196 4.12%

Fig. 1. Drying curve for the non-contact filter paper method and its polynomial approximation.

Fig. 2. Drying curve for the chilled mirror hygrometer method and its polynomial approximation.
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Fig. 3. Non-contact filter paper method vs Chilled mirror hygrometer results.

TABLE IV Evaluation Of Important Factors For Both Methods

Factor
Non-Contact Filter Paper

Method
Chilled Mirror

Hygrometer Method
Observations

Drying Time 2 - 3 Weeks 1.5 Weeks
The drying process is always more complicated, however, in
chilled mirror hygrometer samples the process is greatly
facilitated because of the smaller volume of water to dry.

Wetting Time 2 - 3 Weeks 1 Weeks

The wetting process is always the simplest and in the case of
samples for chilled mirror hygrometer is even easier because
of the low water volume samples required to reach
saturation, however, is important to make the
process steadily because leaving samples for an extended
period under wetting conditions could generate fungus in the
samples.

Equilibrium Time 7 - 14 Days
3 - 28 Minutes

(It Depends on the
suction level).

Time intervals were obtained based on the ASTM D5298-10
standard for the case of the filter paper method and based on
the time measured during the tests in the case of `chilled
mirror hygrometer method.

Measurement Accuracy
100%

(Just for being the most
common method).

91 to 97 %
(Depending on the
suction measured).

The measurement error for the chilled mirror hygrometer
was found with the deviations in measurements compared to
those obtained with the filter paper method.

Processing Samples Hard Easy

Given the size of the samples, processing a larger sample for
the filter paper method was more complicated despite
previous experience, while the sample for the chilled mirror
hygrometer was easier even without previous experience.

Drying Process Very Hard Hard
Since this is the most complicated process the benefit of
using smaller samples for the chilled mirror hygrometer
helped but still remains a process of care.

Wetting Process Hard Very Easy
For large samples the wetting process involves some risk of
cracking, however, it was noted that in small samples like
specimens for chilled mirror hygrometer these risks are
minimal.

Total Time 6 - 8 Weeks 2 - 3 Weeks The reduction in the total time equates to a 50% minimum,
being this value that can improve with experience.
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VIII. SUMMARY AND CONCLUSIONS

The results herein demonstrate that the factors of interest;
accuracy, easiness and reading time, present a
considerable improvement. The accuracy factor has
minimal variations from the filter paper method that
maintain a perfectly acceptable standard for the chilled
mirror hygrometer method.

Based on these results and as we can see in Fig , when we
compare the results obtained with the chilled mirror
hygrometer and the filter paper method it shows a
minimal deviation in the results of 1ᴼ 09’. This deviation
shows that both results are very similar and since the
filter paper method has more probability of human error
between the processes we consider that the chilled mirror
hygrometer results are more reliable.

The results are highly reliable for use on clay soils of
Queretaro, however, it is recommended to continue
investigating the scope of chilled mirror hygrometer in
different soils to confirm their application in various
types of unsaturated soils mirror. However, it is highly
probable that can extend the use of this method to any
other type of soils.
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Abstract—This paper reports the results of laboratory study 

performed on expansive soil perforated and reinforced with a 

porous structure and demonstrates that the extraction of volume 

is useful in restraining the swelling tendency of expansive soils. 

Swelling characteristics of remolded expansive soil specimens 

reinforced with hollow tubular and porous structures of various 

diameters (7mm and 10 mm) were studied. One-dimensional 

swell-consolidation tests were conducted on oedometer specimens. 

Reduction in heave was the maximum at using the 10mm diameter 

structure.  

Keywords—expansive soil; soil stabilization; porous media. 

I. INTRODUCTION  

Expansive soil is considered one of the most challenging soil 
in engineering and construction due to its susceptibility to 
present volume changes. This material swells, and thus increases 
in volume when it gets wet and shrinks when it dries. The more 
water it absorbs the more its volume increases, for most 
expansive clays, expansions of 10% are not uncommon [1]. This 
paper focuses on soils that exhibit significant swelling potential. 

Because of the mentioned volume changes, either under or 
nearby to any type of foundation, the structures may be 
subjected to various degrees of damages. Some of the most 
common problems associated with expansive soils include 
buckling of pavements, floor slab on grade cracking, differential 
movement and cracking of basement walls and buried pipes, 
wall cracking and even the collapse of one or more elements of 
the structures [2].  

The swell potential of a clay soil is a measure of the ability 
and degree to which such a soil might swell if its environment 
were to be changed in some definite way [3]. 

To know the swelling potential of a soil it is necessary to 
determine first the expansion degree of it, this can be achieved 
by wetting an undisturbed soil sample and measuring the volume 
increment. This test is carried out on an undisturbed sample 
laterally subject and under normal pressure. If the pressure 
applied is enough to prevent the swelling of soil it is known as 
expansion pressure [4]. 

Among the treatment methods that we can find to solve the 
expansive soil problem are the following [5] [6]:  

 Sub-excavation and removal of expansive soils and 
replacement with non-expansive soil; requires 

removal and replacement of the expansive 
subgrade soils. The material being put back should 
not cause problems with respect to the in situ 
material. 

 Application of heavy applied load to balance the 
swelling pressure; loading the expansive soil with a 
pressure greater than the swelling pressure avoids 
the expansion of soil, but setting a pressure of this 
magnitude can only be achieved with large 
buildings and not with pavements or small houses. 

 Preventing access of water to the soil by 
encapsulation; isolating the ground from moisture 
changes using impermeable membranes or through 
elements such as sidewalks, pavement and 
drainage. 

 Stabilization by means of chemical admixtures; 
admixtures are used to alter the characteristics of 
clay mineral and reduce its potential for swelling. 
Lime is the most effective chemical used to 
stabilize, but the major limitation is the application 
of the chemical to sufficient depth. 

 Mechanical stabilization; one way is to remold the 
soil, breaking its structure and relocating the soil 
compacted to a higher humidity than the original. 

 Pre-wetting the soil; theoretically, expansive soils 
can be wetted and caused to expand prior to 
construction, but in practice, it is very difficult to 
achieve uniform moisture penetration in a 
reasonable time. 

Based on the opinion of some authors, the success of some 
of the above methods has been poor, and repair or overlay is 
generally required [2][3][4]. Besides, the cost of carrying out 
some of the presented methods represents between 20% to 25% 
of the initial cost of a small house and in some cases, one specific 
method may not be the answer and it might be necessary to 
combine several different methods, which is why so often it is 
not taken any special consideration for this type of soil [7].  
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II. PREVIOUS WORKS 

A. Solutions for expansive soil problem 

Due to the lack of economic and efficient solutions 
applicable to small buildings over the years, a large number of 
investigations seeking to provide solution to the problem of 
expansive soils have been developed. 

In Jordan a study that examined the effect of the temperature 
under laboratory conditions of clayey soils was conducted. 
Soils were subjected to four temperature levels (100, 200, 300 
and 400 °C) and then their swelling and strength properties 
were analyzed, the experiment results revealed that heat 
treatment higher than 100°C resulted in a decrease in swelling 
potential, but an important decrement in strength properties was 
also revealed, appearing a loss of 100% of strength in the soil 
treated at 400°C [8]. Later in Malaysia, a laboratory study was 
done to determine the behavior of expansive soil mixed with 
lime and rice husk ash (RHA). Specimens of remolded soil with 
a 15% of initial expansion were mixed with different 
percentages of lime and RHA and then their degree and 
pressure of expansion was measured. A decrease of 90% in the 
degree of expansion was achieved using 3% of lime and the 
same amount of RHA. Expansion pressure decreased by 68% 
[9]. In India, a study was carried to demonstrate that the use of 
discrete geo fibers placed randomly on expansive soil is useful 
to restrict their swelling potential. There were studied the 
expansion properties of remolded and reinforced soil 
specimens, varying their fiber content from 0.25% to 0.5% and 
the relationship in size (l / b) in 15, 30 and 45 and subjecting 
them to expansion and consolidation tests. They managed to 
reduce the expansion potential by 70% and found that the 
maximum reduction in the swelling and expansion pressure 
occurs in specimens with lower ratio of its dimensions (15) in 
both fiber contents (0.25% and 0.5%) and that reduction 
increases with increasing fiber content [10]. Finally, in Spain, 
it was performed an experimental study on a highly expansive 
clay that was subjected to a treatment through the addition of 
by-products and waste materials from industry to reduce its 
swelling potential. The proposed method consisted of mixing 
dry soil samples with a stablished quantity of dust additive in 
an industrial mixer and gradually adding the required amount 
of water to achieve the optimum moisture content; the 
ingredients were mixed for about five minutes and then the 
samples were remolded to determine the percentage of 
expansion. The experiment showed that the use of different 
additives for specific soil treatments can be very effective, since 
the expansion potential of various clayey soil was improved by 
the use of the unconventional additives employed in this test, 
achieving a reduction of 85% by combining 2% of lime and 1% 
of magnesium oxide, so the author suggest that the use of these 
additives, either alone or in a combination, can improve 
significantly the expansive characteristics of the soil [11]. 
 

B. Use of holes in construction 

Perforations and their variants have been used extensively 
over the years in the area of construction and although they are 
typically used to improve soil properties, there is no method 

based on this principle that seeks to reduce the expansive 
potential of soil. 

Since the 80s, in the Soviet Union, it was developed a 
method for the establishment and strengthening of foundations 
based on the injection of piles into pre-drilled holes in loess, 
which are prone to suffer sudden settlements. It was determined 
that drilling holes and injecting piles increased the load capacity 
[12]. Later it was proposed to use lime filled perforations to 
improve the bearing capacity of soft soils by introducing a 
hollow tube into the soil to the desired depth and putting the lime 
into the tube under pressure as this is removed [13]. In Egypt, a 
laboratory model was proposed to study the improvement of soft 
clay by using holes stuffed with sand with and without 
confinement. Then there was evaluated the load capacity and the 
produced settlements and it was found that the improvement in 
capacity is significant [14]. Also, derived from the use of 
perforations, there is a method that has been used as an 
alternative solution to the problem of expansion of soils; the use 
of inverted hollow structures that are kept in good condition 
despite the expansion, these are structures that can be supported 
directly on the expansive soil controlling the direction of 
swelling [15]. This technique consists in enabling the soil to 
expand into cavities built into the foundation in order to reduce 
movement to a tolerable amount. There are different solutions 
that work under this principle, the principal is the foundation by 
ribbed slab [16]. The ribbed slab, originally proposed by the 
Portland Cement Association of California, consists of bulding 
a raised floor from a ribbed slab, which nerves rest on the 
expansive soil (Fig.1). The spacing between nerves and slab 
thickness depend on the expansive potential of soil and the 
applied load. The holes provide the expansion pressure relief. 
Although this solution is effective, is costly, and has no 
experimental studies that support it  [17]. 

 
Fig. 1. View of a ribbed slab in which can be appreciated the holes between 

nerves. 
 

C. Studies on lateral expansion and expansion pressure. 

Gromko [3] mentions that soil heave is assumed to occur 
primarily normal to the surface because lateral swell is largely 
inhibited by adjacent soil. However, this may not be true in some 
cases such as when expansive soils undergo severe fissuring on 
drying, soils on slopes, foundations subjected to differential 
water content changes beneath central and exterior areas and 
retaining wall structures subjected to lateral pressures. Also, 
there is some research [18] that has indicated that undisturbed 
clay samples have actually shown that lateral swelling can be 
significant and may, in fact, be greater than swell normal to the 
surface. 

Ribbed Slab 
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On the expansion pressure, a model test was conducted to 
measure the lateral pressure of expansive soil exerted on a rigid 
wall; at the same time, the vertical swelling pressure was also 
recorded. It was discovered that the ratio of lateral pressure and 
vertical pressure varies with soil wetting conditions, and that 
there is a peak value of lateral pressure, which can reach 3.6 
times the vertical pressure. Equilibrium was reached when the 
soil reached complete saturation and the ratio approached 1.  

From the principle of the ribbed slab and based on the 
presented research on lateral expansion, it is proposed a method 
in which, by using reinforced perforations placed in the soil 
mass to redirect the soil expansion into the voids, can be 
achieved the reduce of the vertical expansion degree and the 
expansive pressure. 

III. EXPERIMENTAL INVESTIGATION 

A laboratory investigation was conducted to analyze the 
efficacy of drilling and reinforcement with hollow structures in 
reducing heave of expansive soils. Swelling behavior of 
unperforated expansive soil specimens was studied and 
compared with that of specimens that were drilled. The 
experimental investigation was conducted on unperforated 
expansive soil specimens and drilled and reinforced with a 
hollow structure specimens compacted in oedometer. Swell-
consolidation tests were performed. 

A. Test Materials 

1) Expansive Soil 
The soil used in this investigation had a swell index of 27.7% 

(loaded with 9.8 kPa). The soil was collected from a depth of 
1.5m from Jurica, Queretaro, Mexico. Based on the plasticity 
properties, the soil was classified as CH according to USCS 
classification. Table 1 shows the index properties of the soil. 

TABLE 1. Index properties of the expansive soil. 

Property Value 

Specific Gravity 2.6 

Consistency properties  

Liquid limit (%) 85 

Plastic limit (%) 32 

Plasticity index (%) 53 

Shrinkage limit (%) 20 

Volumetric Weight γ (kN/m3) 15.41 

USCS Classification CH 

Swell index (loaded with 9.8 kPa) (%) 27.7 

Expansive pressure (kPa) 686.5 

 

2) Reinforcing Structure 
To reinforce the drilling and avoid the collapse of the 

material within it, it is proposed to use a porous hollow tubular 
structure for support. To define the material of this structure a 
finite element analysis was done to determine the stress state to 
which the reinforcement will be subjected during the laboratory 
test. The following loads were considered (Fig. 2): 

 Normal pressure: 98 kPa 

 Expansive pressure (lateral): 686.5 kPa 

 

 

.  

Fig. 2. Model of hollow and porous structure used for finite element 
analysis. 

 
Based on the presented studies, it was taken the value of 

vertical expansive pressure to estimate the lateral expansive 
pressure. 

The resulting stress state is shown in Fig. 3. The maximum 
value of stress and deformation that were found are presented in 
Table 2. 

TABLE 2. Values of stress and deformation of the perforation 
reinforcement. 

 Maximum value Minimum value 
Stress 103 MPa 0.04 MPa 

Deformation 0.014 mm 0 mm 
 

                        
Fig. 3. Stress state of the perforation reinforcement. 
 

After analyzing the obtained data, a comparative between 
three different materials, PVC, stainless, and galvanized steel 
(Fig. 4), was done (Table 3). 

686.5 kPa 

98 kPa 

Movement restriction 

103 MPa 

0.04 MPa 

126



TABLE 3. Comparative between different materials. 

Material Hollows Cost 
($/piece) 

Resistance 
(MPa) 

 Dimensions Homogeneity   
Galvanized 

steel 5x5 mm High $0.50 203.95 

PVC ᴓ = 2 mm Poor $0.60 40.7 
Stainless 

steel 
ᴓ = 2 mm High $20.00 620.5 

 

Since the PVC resistance is not enough for the stresses to 
which the structure will be subject, this material is discarded. 
And, between stainless and galvanized steel, galvanized steel is 
chosen because of its low cost and because it fulfill the presented 
requirements.  

 
Fig. 4. Structures made by the three different analyzed materials. 

 

3) Laboratory test 
One-dimensional swell-consolidation tests were conducted 

on oedometer specimens (perforated and unperforated). 
Expansive soil samples were compacted reproducing the 
volumetric weight in field. Then, using a drill, holes were drilled 
in soil specimens, some with perforations of 7mm (Fig. 5-a) 
diameter and the other with perforations of 10 mm of diameter 
(Fig. 5-b), in each case varying the amount of perforations. 
Subsequently the reinforcing structures were placed in the holes. 

 
a) 

 
b) 

 
Fig. 5. Perforated soil specimens: a) Diameter of perforation = 7 mm; b) 

Diameter of perforation = 10 mm. 
 

All the swelling tests were performed with an applied normal 
load of 98 kPa. The results for tests with perforations of 7 mm 
diameter are shown in Table 4 and the obtained data for 
specimens perforated with 10 mm diameter holes can be 
observed in Table 5. 

 

 

TABLE 4. Experimental results on the reduction in expansion by drilling 
with 7mm in diameter. 

Diameter of perforation = 7 mm 
Number 
of holes 

Extracted 
volume (%) 

Expansion 
(%) 

Reduced 
expansion (%) 

0 0 27.7 0 
2 1.7 20.4 7.3 
6 5.2 17.4 10.3 

13 11 15.2 12.5 
 

TABLE 5. Experimental results on the reduction in expansion by drilling 
with 7mm in diameter. 

Diameter of perforation = 10 mm 
Number 
of holes 

Extracted 
volume (%) 

Expansion 
(%) 

Reduced 
expansion (%) 

0 0 27.7 0 
1 1.7 18.4 9 
3 5.2 7 20.7 

 

It can be seen that by using perforations of both diameters is 
achieved a significant reduction in the percentage of soil 
expansion. However, the reduction achieved is significantly 
greater using structures with 10 mm in diameter. The behavior 
reached in this experimental study on the reduction of the 
expansive properties of soil is shown in Fig. 6. 

  
Fig. 6. Effect of extracting volume on reduction of soil expansion. 
 

From the plot, it can be observed that the corresponding line 
to the 7mm perforations begins to form an asymptote, so that it 
can be conclude that using this structure diameter, the method 
would be effective only to reduce approximately 13% of soil 
expansion. Meanwhile, the corresponding line to the 10mm 
perforations show no visible limit yet, but due to the size of the 
perforation it is not possible to further increase the number of 
holes without sacrificing the strength of soil. 

IV. CONCLUSION 

The method is feasible and efficient as long as the adequate 
perforation diameter to be used has been correctly determined, 
which depends on the degree of expansion of the soil that is been 
seeking to improve. 
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Abstract—When there is no technology, like flights and 

airplanes with radiosondes, which help the scientist and decision 

makers to know the intensity of a Tropical Cyclone System (TCS) 

and to prognosticate the future develop of the storm, the Dvorak 

technique is applied. This technique is based on the analysis of 

cloud coverture in infrared image from GOES satellite. This 

analysis include the change in the bright and temperature of the 

cloud coverture, their distribution in space (circular, spiral 

among others distribution), the visualization of the “eye” in this 
case it is possible to use the Visible (VIS) and Infrared (IR) 

image. This paper discuss this Technique applied in the Mexican 

territory, different latitude and longitude from where the 

technique was developed, and it is prove in the two hurricanes 

Ingrid and Manuel, presented at the same time in 14th September 

in 2013 in Mexican territory. 

Keywords—Dvorak technique; IR image; GOES; Hurricane 

intensity; estimation 

I. INTRODUCTION  

The latest hurricane Ingrid and Manuel, left in its path 59 
thousand people evacuated, many damage to infrastructure 
(about 93 federal highways, 43 thousand schools, 1 153 
hospitals and clinics damaged, to name a few), affected 
livestock, agriculture and aquaculture in at least five states in 
Mexico. Is not an official quantification of the damage caused 
by this phenomenon [1] but September was classified by 
CONAGUA (National Water Commission) as the wettest 
month since 1941, the monthly average was 227.3 mm, 60% 
above the average expected for that month. Total rainfall in 
September occurred in 1955 was 212.1 mm. [2]. 

The estimation tracking and forecast of this kind of 
phenomena is the major goal for meteorologist, hydrologist, 
hydraulics and civilian protection in order to improve the 
actions to prevent human losses and minimize the damages 
produces for this extreme events.  

The estimation of Tropical Storm and Hurricane intensity 
are related with the pressure and sustained winds (Scale Staffir 
Simpson) although this relations do not gives an estimated of 
the damages in land, now a day the technique Dvorak made a 
estimation of this intensity related with the cloud coverture 

observed in the IR and VIS image [3] but without direct 
measurement of convective systems that includes the strength 
and magnitude, it is difficult to predict how, when and where 
these intensity changes will occur, this is a challenge for the 
technique [4]. In this way there is work that related the 
consolidation of eyewall in the Hurricane with the intensity 
[5] 

The intensity of tropical systems more specific cyclone 
(TCS) is defined by the maximum sustains winds in 10 m 
above the level sea or ground. The World Meteorological 
Organization the intensity is described as the average speed of 
wind in ten minutes. Is important to have in mind that this 
parameter is count in knots, one knot is equivalent to 0.5 m/s 
or 1.85 km/h. Another measure pf the intensity of this kid of 
TCS is the central pressure; it can be estimated by the relation 
between wind and pressure. Sometimes there is no available 
technology, like flights with resonances, that can give 
important information about the develop or decaying of TCS, 
that is why the Dvorak technique is the principal methodology 
used by meteorologist and special researchers to estimate the 
intensity of cyclone systems since seventies. 

Dvorak technic is based on the cloud coverture analysis, the 
bright of cloud in an infrared image change as the intensity of 
TCS increase or decay. This intensity changes in T-number 
units, from 1 to 8, with an increment of 0.5. The word T comes 
from tropical [6]. 

II. DVORAK TECNIQUE 

A. Localize the tropical cyclone storm (TCS) 

The tropical cyclone system is defined by a focal point 
where all lines and bands of the cloud system are united, in fact 
is the point where a spiral formation takes place. 

B. Cloud patterns 

In this part the patterns of cloud coverture are evaluated, is 
possible to select witch one can be analysed depending on the 
structure of the storm in the image. There is five kind or 
different types of pattern; the spiral patterns are estimated with 
logarithm base 10, it is visible along the axis of a cloud cluster, 
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the wind shear patterns commonly appear and are visible in the 
stages pre-hurricane, “eye” pattern is used when a hurricane is 
formed is an important structure to define if it gets stronger, 
maintains straight or decay in force, the central dense overcast 
pattern (CDO) is defined by the formation of a coma band, its 
temperature are very cold and finally the “embedded” centre 
pattern , this pattern are analysed when the storm has had a 
previous history of a T 3.5 or greater intensity [7]. 

C. T-number estimate from pattercomparison with model 

In this stage is important to identify the CCC pattern 
(Central Cold Cover), is a well-defined cold overcast mass of 
clouds covering the storm centre or coma head obscuring the 
expected signs of pattern evolution. Is necessary to determine 
the trend of the past 24-hour intensity, comparing the cloud 
features of current image and last one. In this part is possible to 
determinate if the storm is strengthening, weakening or 
remains the same. 

D. Forecast 24-hour intensity  

In this part the T-number is estimated and given to the 
storm, a different number is given the CI current intensity, 
which relates the directly to intensity of storm (mean wind 
speed and minimum sea level pressure), the T-number and CI 
are the same in the development stages but is held higher than 
T-number when the cyclone is weakening [8]. 

There is an effort in the scientific community, specifically 
in atmospheric field to improve this methodology. Based on 
the improvements in spatial technology and the increasing 
develop in computer science, is possible to improve and 
innovate the original Dvorak Technique to a converted into a 
automated computer algorithm that identify, follow and 
classify correctly the CCO and CCC and decrease the 
differences and the difficulties of the determination of 
developing and decay of a storm based on IR image and VIS 
image all this without the human intervention [9]. 

III. HURRICANE INGRID AND MANUEL 

In 2013 this two weather phenomenon was the most 
significant, two storms in the same time joined together to hit 
the two cost of Mexican Republic; while Manuel was 
developing in the Pacific, Ingrid approached as a hurricane 
category 1 in the Gulf, this joint of two great masses of air, 
steam and water, caused heavy rainfalls in the southeast and 
southwest part of Mexican territory. 

A. Ingrid Ingrid from 12
th

 to 17
th

 September 

Ingrid became a hurricane category 1 on the scale Saffir-
Simpson in the Gulf of Mexico, it made landfall as a tropical 
storm in the northeast of Mexico. Ingrid began to developing 
on September 11 due to a low pressure area, began to organize 
and head toward the Yucatan peninsula at the end of the day. 
For the 12th it moved very slowly towards Campeche, for 18 
00 hours UTC was defined as tropical storm at 250 m from 
Veracruz. The depression moved initially to the west but 
turned to the south-west on September 13th while the cyclone 

intensified to a tropical storm. On September 14th along with a 
channel of low pressure at a medium/high level of the 
atmosphere located in the north of the country and another 
channel established in the southeast of the United States went 
to Ingrid north-northeast, although the low pressure channel 
generated a higher level of Manuel output causing vertical 
wind in the west intensified by Ingrid which generated that 
achieved cyclone intensified into Hurricane late on September 
14th. Later reached a maximum intensity of 75 knots (38.58 
m/s) the early hours of September 15th while the centre was 
located about 215 nautical miles (398.18 m) south-east of La 
Pesca, México [10]. 

B. Manuel from 13
th

 to 19
th

 September  

Manuel was a hurricane category 1 scale Saffir-Simpson 
that made landfall as a tropical storm on the South coast of 
Mexico and dissipated. Later it regained strength in the Gulf 
of California and returned to earth for the second time but this 
time as a hurricane. Manuel caused flooding and landslides, 
causing at least the death of 120 people in Mexico. Manuel 
was the first tropical storm developed in the North Pacific 
(according to records dating back to 1949) which first make 
landfall in the Mexican territory then reorganize itself into the 
ocean and later to become hurricane to make a land fall for the 
second time [11]. 

Fig.1. Image of the 13th September 2013. Hurricane Ingrid (Gulf of Mexico) 
and tropical storm Manuel (Pacific) 
 
 
 
 


 

 





C. Access to image information 

An executable program was developed in order to get the 
bright information of each pixel (Figure 2). In IR image the 
bright value goes from 0 to 255, the coldest superficies are 
represented with white color and the black ones represent the 
warmer superficies like land and oceans. In this program we 
set the minimal bright value of 109, at this value precipitation 
is reordered in ground stations. 
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Fig.2. Program to get the bright value of IR image from satellite GOES-13. 
Image of the 13th September 2013 at 06h15 UTC. 

 

 

 

 

This program allows observe the developing of cloud 
system formation and at the same time knowing their bright 
value, this make the estimation of the Dvorak technique easier 
because we can observe and the same time identify the lowest 
and the brightest values, identifying the center of the 
convective cloud system. 

IV. RESULTS 

A. Information 

The image study of the tropical storm Ingrid and Manuel 
was difficult, because the cluster of clouds was not well 
defined, the programs developed help us to identify the coldest 
clouds and select the center of both storms (Fig1).  

Dvorak technique uses the images every 24 hours (images 
from polar satellites, in this case the images comes from 
geostationary images, available every 15 minutes but in this 
period of time the change is minimal). At first it was use the 
two images, for 12 hour period, after we use 6 hour period to 
observe if there are any difference. 

Graphics and Tables I and II, shown the results 
comparative between the reported by the National Hurricane 
Center (NHC) from National Oceanographic Atmospheric 
Administration (NOAA) and the estimation made with the 
images available and applying the Dvorak Technique. 

a) Ingrid (Gulf of Mexico) 

TABLE I.  COMPARISON BETWEN THE ESTIMATIONS FROM DVORAK 
TECNIQUE AND REPORTED BY NHC FOR INGRID 

Date 

dd/hhmm 

Pressure (mb) and Wind 

Speed (kt) 

Reported
a 

Estimated 

13 / 00 00 1 003 / 30 1 000 / 45 

13 / 12 00 1 000 / 35 993 / 55 

14 / 00 00 990 / 50 987 / 55 

14 / 12 00 898 / 60 987 / 65 

15 / 00 00 983 / 75  987 / 65 

15 / 12 00 989 / 65 978.5 / 77 

Date 

dd/hhmm 

Pressure (mb) and Wind 

Speed (kt) 

Reported
a 

Estimated 

16 / 00 00 989 / 70 987 / 65 

16 / 12 00 991 / 55 987 / 55 

17/00 00 1006/25 1000/45 

17/06 00 1008/20 1005/35 

a. B. John, 2014 

Fig 3.Mean Sustained Wind Speed (MSWS) estimated with Dvorak 
Technique and Reported by NHC for Ingrid. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ingrid was well deveoped, and thecnique work acceptable 
to estimate the mean sustained wind speed, the figuere 3 
shown an normal develop of the Hurricane time lapse, inicialy 
as depression (with the minime wind speed), then the next 
stage as tropical storm and finally the maximun stage, 
corresponding to maximun wind speed as Hurricane, after that 
it can be observed the storm decay. 

Fig 4. Pressure estimated with Dvorak Technique and Reported by NHC for 
Ingrid 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b) Manuel (Pacific) 

Comparison between the estimations from Dvorak Technique 

TABLE II.  TECNIQUE AND REPORTED BY NHC FOR MANUEL 

Date 

dd/hhmm 

Pressure (mb) and Wind 

Speed (kt) 

Reported
b 

Estimated 

13 / 12 00 999 / 30 1 009 / 30 

14 / 00 00 997 /40 1 000 / 30 
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Date 

dd/hhmm 

Pressure (mb) and Wind 

Speed (kt) 

Reported
b 

Estimated 

14 / 12 00 993 /45 987 / 55 

15 / 00 00 987 /55 970 / 90 

15 / 12 00 985 /60 984 /50 

16 / 00 00 1 000 / 30  991 / 45 

16 / 12 00 1 003 /25 1 000 / 30 

17/00 00 1004/20 1 000/30 

17/12 00 1 003/20 1 000/30 

18/00 00 1 000/30 984/50 

18/12 00 995/45 966/70 

19/00 00 984/65 954/90 

19/12 00 984/65 966/70 

b. P. Richard, 2014 

Fig 5.Mean Sustained Wind Speed (MSWS) estimated with Dvorak 
Technique and Reported by NHC for Manuel. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5 shown difference between the estimated and the 
recordered, Manuel was interacting with an Hurricane Ingrid 
(14th September), that could minimize the winds and only 
register higher winds when Tropical Storm gets the status of 
Hurricane in 19th September. 

Fig 6. Pressure estimated with Dvorak Technique and Reported by NHC for 
Manuel. 

 

 

 

 

 

 

 

 

 

 

 

Manuel present a mayor diference between the estimated 
and the recordered, this is related with the difficulty to 

determinate the central cloud system and the metodology in 
mantein the stage if there is no notable changes in this cloud 
coverture. 

To regionalize the tecnique it was necessary study the 
Automated Meteorological Estations witch recordered the 
event. For this study it was divided in tree parts: The Manuel 
South (12th to 17th September) and the Manuel North (17th to 
19th September), and finally Ingrid (12th to 16 th). The 
Meterology statios are shown in Figure 7 for Manuel and 
Figure 8 for Ingrid. 

Fig. 7. Map of Metorological Statios for  Manuel (Pacific) 

 

 

 

 

 

 

 

 

 

 

 

 

 
Three stations in the North; Cabo San Lucas located in 

22°52'52" Latitude N, -109°55'35" Longitude W) Obispo 
(24°15'04" N, 107°11'17" W) and Acaponeta (22° 28' 00" N, -
105°23' 07" W). In the South; Río Tomatlán (19°59'54 N, -
105°08' 00" W) Petalco (7°59'04" N, -102°07'23" W), El 
Veladero (16° 53' 03" N, -99° 54' 26" W), Puerto Angel(15° 
40' 16" N, -96° 29' 50"W). 

Four meteorological station recordered the event in de 
Goulf of Mexico. Tuxpan located in 20° 57' 36" Latitude N 
and -97° 25' 01" Longitude W, Alvarado 18°42' 54" N and -
95° 37' 57" W, Presa Cangrejera 18° 06' 21" N and -94° 19' 
53" W and Paraiso 18° 25' 23" N and -93° 09' 20" W. 

Fig. 8. Map of Meterological Statios for Ingrid (Golf of Mexico) 
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The Dorak tecnique allows to read the pixel value and 
related to the pressure and the wind speed, in this case only 
the pressure was studied. Every 6 hours it was a values for 
bright value and the pressure record in the differents 
meorological stations this values were realted. For every 
meterological station the maximum and minimal value of 
pressure and bright value was taken in order to related the 
pressure and the bright value.  

The correlation shown to be a exponential relation, the 
ecuation 1 shown the relation between the bright value and the 
pressure in mili bares (mb). The p(b) Pacific are the resutl of the 
three station located in North and four stations located in 
South (Fig 7) . And the p(b) Atlantic are the resutl of the trhee 
station located in Goulf of Mexico (Fig 8). 

p(b) Pacific =1199.1b
-0.039          (1) 

p(b) Atlantic = 1069.9b
-0.013

   (2) 

As a result the realtion is exponential, there is important to 
determinate the maxime pressure value recordered and 
resplace this value in the highest bright values. In the case of 
p(b) Pacific the higest value of pressure in North was 1005 mb 
and 1001 mb in South. For p(b) Atlantic was 1009 mb. 

 

Fig. 10. Estimated by bright value from IR vs Recordered by NCH (Ingrid) 

 

 

 

 

 

 

 

 

 
Figure 10 shown the realtion between the recordered in 

NHC and the stimated with the ecuation 2 for the 
Meteorological stations in the Goulf of Mexico for the 12th to 
16th September. In this case the differences observed are 
related with records in meteorological stations, they are near 
the sea leavel but the difference between the recorder by 
radiosondes inside the storm is moderate. 

Fig. 11. Estimated by bright value from IR vs Recordered by NCH (Manuel 
South) 

 

 

 

 

 

 

Figure 11 shown the realtion between the recordered in 
NHC and the stimated with the ecuation 1 for the 
Meteorological stations located in the north of Pacific for the 
12th to 17th September. In this case the meteorological stations 
racordered pressure values below the estimated by 
radiosondes in the storm. 

Fig. 12. Estimated by bright value from IR vs Recordered by NCH (Manuel 
North) 

 

 

 

 

 

 

 

 
In Figure 12 shown the realtion between the recordered in 

NHC and the stimated with the ecuation 2 for the 
Meteorological stations in the North for the period of time 17th 
to 19th September. In this stage of the Hurricane Manuel the 
estimationsin the meteorologicla stations were close to the 
recordered by NHC. 

There is a difference between the recordered in the Atlantic 
(Goulf of Mexico) and the Pacific. The principal differences 
consist in the region and the time where the storms and 
Hurrican were located.  

In other words, Ingrid was a weak Hurricane and the 
registers in land are different from those in the storm miles 
away, Ingrid near to land was awekened by the winds and 
pressure coming from Manuel in the Pacific. In contrast 
Manuel was a stronger storm, the stations in ground register 
values of pressure below the recordered by NHC and in the 
north when Manuel become Hurricane by 19th September, the 
recordered and the stimations are similar to the reported by 
NHC. 

Based on this information for Hurricanes Ingrid and 
Manuel, there are a suggest that take all the information and 
generete the following Pressure values for Pacific and 
Atlantic included in the Dvorak Tecnique. 

TABLE III.  EQUIVALENCE BETWEEN PRESSURE AND THE SCALE SAFFIR 
SIMPSON AND SUGGESTION  

Saffir-Simpson Classification Suggest 

Pressure  

Atlantic 

Pressure 

Pacific 
Scale 

Pressure  

Atlantic 

Pressure 

 Pacific 

1009 1000 Depression 
1005 997 Depression 1004 1009 

1000 991 
Tropical 

Depression 1003 999 
994 984 Tropical Storm 1000 984 

987 976 1 (64-83 kts) 998 997 

979 966 
1 (64-83 kts); 2 

(84-96 kts)   
970 954 2 (84-96 kts); 3 
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Saffir-Simpson Classification Suggest 

(97-113 kts) 
960 941 3 (97-113 kts) 

  948 927 4 (114-135 kts) 
935 914 4 (114-135 kts) 
921 898 5 (136 kts) 
906 879 5 (136 kts) 
890 858 5 (136 kts) 

   

These two systems, Ingrid and Manuel, were difficult to 
study because the kind of developing, the initial formation was 
easy to determinate, although the developing was difficult to 
estimate and find the central cloud system, because was not 
well defined, for hurricane Ingrid was no develop an eye. On 
the other hand Manuel developed a weak eye for a few hours 
during the 18th and 19th of September, visible in IR image 
before made landfall for the second time.  

The eye is the consolidation of the hurricane, in this stage 
the meteorologist know that hurricane is in the climax of 
develop, and can be a straightening or a weakening of the 
storm related with the consolidation of the eye in infrared and 
visible image, but in hurricane Ingrid and Manuel was difficult 
to determinate this stage, as a result it was difficult to 
determinate if the storm system was weakening or 
straightening. 

The Dvorak technique is acceptable to use in mayor 
hurricanes, and even in the developing process, is acceptable, 
this technique can be adapted with information obtained from 
Automatic Meteorology Stations located along the cost.  

 Further studies 

With this information is possible to generate a 
mathematician model that can estimate the T-number and 
calculate the pressure as a result the status of the storm, 
depression, Tropical Depression, Tropical Storm and 
Hurricane from the IR image. This methodology can be 
applied for every hurricane or Tropical Storm that affects the 
Pacific and Gulf of Mexico for the last 10 years and develop 
an auto-learning algorithm improving the forecast of this 
extreme phenomenon. 

There is another kind of images that can be used and can 
implement more information to the estimations, the Water 
Vapor image, the sensor of this image, capture 1 mm of water 
vapor at different altitude of the atmosphere, related with the 
radiosonde it is possible to compute a 3D image of water 
vapor and his relation with pressure along the atmosphere. 

This methodology can be improved with this information, 
and extrapolated in the different part of the storm not only in 
the cost with the meteorological stations but also inside the 
storm, this information can help us to understand the fluid 
dynamics in the atmosphere and predict with accuracy the 
next motion of the storm, this can help us to prevent and 
evacuate people in order to prevent deaths generated by this 
disasters. 

Is important to mention that this kind of images are in 
stock in the Servicio Metorologico Nacional with no practical 
use, this image can be studied and related with the variables 
such as wind speed, wind direction, pressure and temperature 
reordered in ground in order to obtain a relation between the 
information in the images and the variables in ground. This 
information can be available for similar conditions and can 
provide important information to new and developing 
systems. Also this information can be related with 
hydrological extreme events and can provide us an important 
tool to prevention and prognostic. 
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Abstract— A spatial analysis of rainfall allows us to determine 

its geographic distribution; along with accurate mathematical 

models, researchers are able to forecast the hydrologic response 

of a basin. This research is based in data obtained within “Red 
Ciaq” for August 2012 to November 2012 (rainfall season). Red 

Ciaq is a project for weather monitoring of the urban area of 

Queretaro, and has 7 automatic stations transmitting real-time 

data. Five stations are located over the urban perimeter and two 

in the center of the city. A Matlab model, based on the 

Hutchinson algorithm, estimates the isohyets for the city in real-

time. It is observed that rainfall spatial patterns differ for each 

month, i.e. certain areas have more rain in summer than in 

winter; however, if it is measured the total amount of rainfall, it 

shows uniform patterns for all the urban area. 

Keywords— spatial analysis; isohyet; Matlab; Queretaro; 

rainfall season 

I. INTRODUCTION  

A spatial analysis of rainfall allows us to determine its 
geographic distribution; along with accurate mathematical 
models, researchers are able to forecast the hydrologic 
response of a basin. Grimes et. al. affirm that a real-time 
monitoring of rainfall is vital to allow timely responses to 
potential disasters. The role of meteorological variables such as 
precipitation, temperature, evaporation, solar radiation, etc. is 
crucial for understanding the variation of nature along a basin. 
[1]. 

The usage of computational tools affords us a broader and 
more reliable outlook about how meteorological phenomena 
act. The geographical information systems (GIS) combined 
with numerical analysis tools, become essential in the 
hydrological modeling. With these tools we know 
simultaneous and in real-time the geomorphological 
characteristics of a basin and the meteorological events 
happening over it. However, the shortage of data is a common 
problem in hydrology, becoming necessary the optimization of 
available data in certain geographic area [2].   

In climatologic research, frequently is needed the 
classification of variables in homogenous groups, this in order 
to identify their common characteristics, with the goal of delve 
into the comprehension of events occurred [3].  Clustering is a 

method used for joining meteorological stations in 
homogeneous regions or time periods (months, years, etc.) into 
groups that reflect the occurrence of certain events or 
meteorological patterns [4]. This paper shows the necessity of 
validate the homogeneity of spatial rainfall behave in the urban 
area of Queretaro, through instant and cumulative rainfall maps 
for the rainfall seasons in 2012. 

According with the state government, Queretaro´s urban 
area grew, between years 2000 and 2005, 65% in surface cover 
and 16.5% in population. This urban sprawl increase joined 
with a bad planning, has altered the hydrological cycle, causing 
less infiltration and increasing runoff volumes that favour 
floods. Considering too the lack of proper sewers and the 
occasional dam of them with thrash, several harms have 
happened. 

With the population increase in the urban area of 
Queretaro, it is necessary to generate more accurate maps that 
represent the zones with larger precipitation volumes and those 
prone to floods, locating where focal risk points in order to 
prevent damages during Queretaro´s rainfall season. 

II. MATERIALS AND METHODS 

A. Study zone description 

The study zone for this paper is the urban area of Santiago 
de Queretaro, this area belongs to the hydrologic basin of Rio 
Queretaro, this basin is part of the system Lerma-Santiago, 
which flows into the Pacific Ocean. The urban area is located 
in the valley crossed by Queretaro River, and that is defined by 
a chain of hills and hillocks that are actually urbanized. For the 
city, the National Commission for Water (CONAGUA) reports 
an average annual rainfall of 638.3 mm (greater than the 
average for the state, 575.5 mm) and maximum and minimum 
average temperatures of 26.4 °C and 11.5 °C respectively.  

Querétaro is an industrialized city that concentrates most of 
the state population, in the urban area of Querétaro lives 60% 
of the total state’s population (INEGI 2010) [5]. The forecast 
of National Population Council (CONAPO) for 2030 estimates 
going from 1.75 to 2.30 million residents. 
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Queretaro is a city with high rates of spatial and population 
growth; according to the state government, between years 2000 
to 2005, Queretaro city grew 65% in land surface and 16.5% in 
population. 

Fig. 1. Study zone 

B. Data 

The climatologic monitoring network named Red CIAQ 
has 7 automatic meteorological stations in charge of 
Queretaro’s University. When started, Red CIAQ was 
projected as a scientific research tool, as several bachelors, 
master and doctorate degree theses related with hydrology and 
hydrometeorology are developed in the Engineers school of 
Queretaro’s University.  Since data from each measured 
variable is updated every minute on the network’s website, 
www.redciaq.uaq.mx, the website has been looked up and 
accepted by the scientific community and population from the 
city. In this website, downloads of historical data are available. 
Besides, researchers may use the included tools for temporal 
and spatial analysis of rainfall; results of these analyses are 
published in this paper. 

The network uses Davis stations model Pro Vantage 2 
located strategically around the city; as shown in the Figure 2, 
5 stations are placed above the urban perimeter and 2 in the 
center of the city. Besides, in the image are displayed the 
assigned names for each station. For data transmitting, each 
station requires a LAN internet connection; therefore, 
household locations were selected with two considerations. 
The first, their geographic placement, and second, an 
ownership from one person involved in the network. This way 
is assured the right maintenance and operation of each station. 

In the other hand, placing stations on houses, it is present the 
risk of electric or internet connection failures; in this events, 
internal memory stores  data untransmitted for future recovery, 
unfortunately real-time transmitting and updating is lost. 

 

Fig. 2. Location of the network Red CIAQ  

C. Rainfall spatial analysis algorithm 

From data obtained with RedCIAQ, three different analyses 
are made. The first one is a real-time analysis; the second one 
is a cumulative rainfall analysis for a certain period of time; 
and, finally, a spatial and temporal analysis for a single event. 
To obtain rainfall’s spatial distribution along Queretaro’s 
urban area, Delaunay triangulation is applied.  
Delaunay triangulation is a geometric method for plotting 
triangles in two dimensions. The Delaunay’s condition states 
that a triangle net is a Delaunay triangulation if all the 
circumcircles of all triangles have empty interiors; in other 
words, no vertexes are inside any circumcircles. Delaunay’s 
condition assures that each internal angle of any triangle is the 
widest possible, maximizing the smallest triangle’s area. 
According with the intersection areas formed (between 
triangles and circles), a two dimensional surface is created 
(latitude and longitude) (See Fig. 3). Rainfall for each point in 
this surface is calculated as a function of latitude and 
longitude and interpolated from points with measured data. 

 
Fig. 3. Location of the network Red CIAQ  

The resulting spatial interpolation creates a grid. The points, 
on the grid, with the same value of precipitation are connected 
with lines. These lines are called isohyets and they can be of 
cumulative rainfall or rainfall’s intensity. 
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III. RESULTS 

Data from months August through November 2012 were 
analyzed. According to the records, there were 38 days with 
rainfall, and events may vary spatially through the city so 
records may not be recorded in all seven stations. Cumulative 
rainfall was also analyzed; and spatial and time evolution of 
two selected rainfalls is presented. These two events were 
selected since their return period is more than 7 years. In 2012, 
a severe global meteorological event took place in November, 
hurricane Sandy. According to historical data presented by 
CONAGUA from 1981 to 2000, the maximum precipitation in 
24 hours for November was 5.6 mm; nonetheless, this year 
40.8 mm of rainfall was recorded at ITESM station, this is 7.3 
times the data averaged by CONAGUA.  

The results of monthly cumulative rainfall are presented for 
each RedCIAQ station on table 1. Historical average data is 
compared against the values for 2012; observing that 2012 was 
a year with far more superior historical records. Only October 
was a month with less rainfall.  

TABLE I.  MONTHLY CUMULATIVE RAINFALL IN MM 

Station August September October November Total 

Satélite 170.3 107.1 4.6 31 313 
UTEQ 95.8 138.8 0.3 40.2 275.1 
ITESM 96.2 131.5 3.1 56.2 287 
Candiles 135.4 123.5 1.8 26.8 287.5 
Cimatario 141.8 111.8 0 28.3 281.9 
Centro Histórico 154.2 117.8 4.6 26.9 303.5 
Milenio 136.7 138.9 8.6 25.2 309.4 
City’s mean 132.9 124.2 3.3 33.5 293.9 
CONAGUA’s 
historical mean 

73 44.6 34.1 20.8 172.5 

 

* CONAGUA’s historical mean refers to the data published 
by CONAGUA for the period from 1981 to 2000.  

The Fig 4 presents the isohyets for monthly cumulative 
rainfall and the season’s cumulative rainfall. It is observed that 
the lines do not present a defined behaviour throughout time. 
High and low rainfall zones vary each month, despite of this 
season’s cumulative rainfall seems homogeneous.  
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Fig. 4. Monthly isohyets 

Finally, intensity isohyets’ evolution, in mm/h, in time and 
space are presented for two selected events. These events are 
recorded from August 25th and the event from September 16th 
to 17th, 2012. The first storm had a defined zone for the 
maximum intensity through time. On the contrary, the second 
event presents a trajectory that evolves in time. The rainfall 
originated on the southeast of the city and displaced in a 
northwest direction. 
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IV. CONCLUDING COMMENTS 

With actual low cost computational tools, it is easy to 
obtain real-time reliable data for hydrologic purposes. These 
computational systems can reply and systemize routines like 
the ones presented in this research, obtaining real-time maps 
and detailed analysis on the measured hydrological variables. 

In order to observe areas with high and frequent intense 
events, for a real-time alert system, it is necessary to have a 
meteorological network with a high station density. 

If the total rainfall season´s cumulative data for each station 
is considered, homogeneous amount of rainfall is found across 
the city, UTEQ station has the least with 275 mm and Satélite 
the highest with 312 mm.  

As shown in the rain of August 25th, in urban area of 
Queretaro City, spatial distribution for a single event prevails. 
This distribution is not always the same; some events had their 
maximum intensities at the center of the city, while others have 
them in the peripheral zones (mostly northwest). 

High intensity phenomena, as hurricane Sandy occurred in 
November, report extreme data in the normal spatial 
distribution of rain. According to CONAGUA in November, 
averaging 20 years, the maximum event in 24 hours has 5.6 
mm. This year coinciding with hurricane Sandy, 40.83 mm 
were recorded in 24 hours in ITESM station (7.28 times 
CONAGUA´s averaged). 
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Abstract— a human operator, virtual display environment 

and an electromechanical device called haptic device constitute a 

haptic interface. This article presents the design and construction 

of a robotic prototype based on the Phantom Premium device; 

the mechatronic system is intended to be used as haptic device 

and programmable manipulator robot. The design is done on a 

computer, the choice of materials, dimensions and stress analysis 

is presented for validating the proposed design. 

Keywords— development; design; robotics; haptics; machined; 

Phantom premium, prototype. 

I. INTRODUCTION (HEADING 1) 

The human-computer interaction requires a virtual 
environment; usually visual and auditory faculties for feedback 
of information to interact with other senses are used. The term 
"haptics" refers to kinesthetic sense. Haptic interfaces (HI) 
corresponds to a medium in which a human interacting with a 
virtual visualization environment. The human may change at 
any time the virtual environment and receives signals in 
response. Haptics is the study of combining the human sense of 
touch with a world that is generated by a computer. Virtual 
reality is the medium that allows interaction between a digital 
computer and a user [1]. 

A HI is used as a measuring device and provides tactile 
kinematics information. The haptic interfaces allow the 
operator to keep a sense of interaction with the virtual 
environment [2]. 

The pioneer of tactile feedback for simulation systems in 
virtual reality was the MIT (Massachusetts Institute of 
Technology) with exoskeleton haptic device configuration 
Dextrous Hand Exoskeleton Master in 1990 [3]. 

In 2009 Maria Luisa Pinto Salamanca made an analysis of 
the characteristics of two touch interfaces available on the 
market, to test theories of force feedback and the development 
of tools tactile exploration focused on surgical assistance [4]. 

In 2012 Victor Salas Hilario Méndez developed a 
mechatronic system that is constituted by two anthropomorphic 
fingers that reproduce the movements of abduction, adduction, 

flexion and extension of the human hand, pneumatic muscles 
for human arm prosthesis [5]. 

In 2013 New Granada Military University was developed a 
training simulator for use surgical instruments to integrate two 
clips laparoscopy in a haptic device [6]. 

The dexterity of the human hand when interacting with 
their environment lets you handle a wide variety of shapes and 
sizes, perform complex tasks, and adapt its position that must 
respond to the changes required by the task [7]. With the HI 
can increase this skill or record tasks in a virtual environment, 
and allows the robot manipulator performs tasks reduces the 
risk by eliminating human physical contact with the task 
increases the safety and efficacy of the process requires. 

Thomas Harold designed, manufactured and evaluated 
haptic interface robot three degrees of freedom. With a finger 
can "feel" the forces of feedback within the virtual 
environment created [8]. 

This paper presented the design and construction a robot of 
three degrees of freedom with rotational joints for use in a 
haptic interface as shown in Fig. 1. 

 
Fig. 1. Explosion view of the haptic interface. 
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II. MECHANICAL DESIGN 

A. Design criteria 

The design of a robot serves different functionality and 
performance criteria such as: load capacity, degrees of 
freedom, tool use, accuracy, repeatability, ambient operating 
conditions and development cost of manufacturing, 
maintenance, flexibility. The materials used in the design are 
described in Table 1. 

TABLE 1 MATERIALS NEEDED TO BUILD THE ROBOT. 
Element 

 

Material Quantity Measure / 

Description 

Ball bearing Steel 8 4x12x4 mm 
Ball bearing  Steel 1 6.35x19.05x6.35 

mm 
Board  Aluminum 1 200x250x100 

6.35 mm 
Motor   3 30x30x51 mm 
Axis Steel 1 3.18mm Ø 

 

B. Calculation of stress links 

Is performed 2 kg estimation on the end effector of the 
robot to know the stress of links respectively, the analysis was 
performed by designating the center point and fixed point B as 
q2 and q3 as reflecting the two motors as forces shown in Fig. 
2. 

 
Fig.  2. General diagram of the forces on the links. Where q2 and q3 represent 

theta rotational joints 2 and 3 respectively. 
 

The movement of the end effector generated forces 
resulting in the motors as shown in Figure 2, then the 
calculations of the moments generated about point B. This is 
first analyzed the link that is carried on the axle x. 

As shown in Fig. 3 are two forces acting together about 
point B which are FC and FA, however the value of the Force 
is known at point A which is 19.62 N by consistent it is 
possible C reaction know where q2 is the engine by a sum of 
moments in point B. from (1) is obtained the force acting in 
FC, view (2).  

 
Fig.  3. Free body diagram of motor q2 link. 
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Is made an analysis of forces in perpendicular link which 
holds q3 motor, see Fig. 4. 

 
Fig.  4. Free body diagram of motor q3 link. 

Motor reactions to a 2 kg load on the end effector are 
obtained, (3) describes this reaction. 
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Then in Fig. 5 and Fig. 6 a load analysis was performed 
using the design software to determine the reaction 
components to a maximum load shown in main axis of 
rotation and the base of this. 

140



 
Fig.  5. Main axis of rotation, deformation analysis. 

 
Fig.  6. Results of design software. 

As shown in Fig, 6 the stress limit is 69 MPa, this data 
reveals that the structure supports acceptably the forces 
exerted by the main axis on the base. 

C. Workspace of haptic interface 

The length of the links and degrees of rotation of the joints 
are determined dimensions that the workspace of a robot. 

In Fig. 7 (a) and (b) is shown the maximum range of the 
robot as in Fig. 8 (a) and (b) the minimum extent of the 
workspace. 

 
(a)    (b) 

Fig.  7. Maximum workspace. 

 

(a)    (b) 
Fig.  8. Minimum workspace. 

 

III. MECHANICAL DEVELOPMENT 

For the mechanical development of robot structures the 
elements shown in Table 2 was machined. 

TABLE 2 ELEMENTS MACHINED. 

Element 
 

Name 

 
Base box 

Link 1 

 

Link 2 

 

Link 3 

 

Final effector  
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Gyratory 

Base 

 

Principal axis 

 

Transmission 
circle  

 

Crescent 

 

Each link has a ball bearing at each end, the bearing carries 
inside diameter the main axis that previously rectified on a 
lathe, and by applying this system was reduced vibrations 
between the joints of the structure. 

Once all links are ready the next step is assemble so that the 
system can rotate on the box that was built, the space below the 
box was designed for the future development of the control 
system, the base is composed of 2 posts supporting the main 

shaft which serves as the center of rotation for the links, 
likewise supports the weight of the links and q2 and q3 motors, 
bearings were adapted within each joint to generate fluid 
movements that do not generate friction or wear. 

When were finished painting every element, the structure is 
mounted so that the main axis passes through the internal 
diameter of the bearing, the rotary base is assembled which 
holds a pair of posts that generate the rotary base as illustrated 
in Table 2, were assembled poles of its lower base by a screw. 
After bind the links 1, 2 and 3 to the main shaft and likewise 
the transmission circle. 

In Fig. 9 is illustrated as look the links 1, 2, 3 and the end 
effector together, the circle of transmission must be fixed to the 
rotating base and its center should be consistent with the main 
shaft to thereby the q2 and q3 motors can traverse the 
perimeter of the transmission circle a uniform manner. 

 

Fig.  9. Attachment of the links to the main axis. 

The path through the crescent is completely circular, to be 
in contact with the motor shaft rotation at any point. Thus three 
degrees of freedom are generated. 

IV. RESULTS 

After the process, it resulted a robot with a structure of 
three degrees of freedom as shown in Fig. 10 and Fig. 11, 
which allows its easy handling for various haptic interfaces 
providing versatility of positioning and proper functioning of 
the motors. 

 

Identify applicable sponsor/s here. If no sponsors, delete this text box 
(sponsors). 
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Fig.  10.  Haptic interface built. 

 

Fig.  11. Haptic interface built. 

 
As shown in Figure 12 using CAD software can simulate 

the pre-construction measures were established and thus know 
any limitation or inconvenience in design. 

 
Fig.  12. Final design en CAD of the haptic interface. 

V.  CONCLUSIONS AND FUTURE WORKS 

The haptic interface designed is successfully built thanks 
to the implementation of manufacturing systems and 
computer-aided design, achieved its construction prove 
economical because of the simplicity of its mechanical 
structure, the workspace is appropriate to use the robot for 
educational purposes and investigation of haptic interfaces. 

This is the first step to built a complex mechatronics system 
where uses the engineering’s mechanical, informatics, 
electronics and control. 

As future work are the following issues: 

 Electronics design and development of digital control 
and power. 

 Design and implement robotic control force laws. 

 Generates a virtual environment to interaction human-
machine. 

 Make all the system modular. 
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Abstract— Root-mean-square (RMS) voltage estimation has 

become a very important task for many power electric 

applications, such as estimation of power quality indices, power 

quality disturbances monitoring, electric control, and activation 

of protections, among others. Although a well-defined way to 

estimate the RMS value is presented in the Standard IEC 61000-

4-30, some issues still remain; for instance, the standard proposes 

a frame-based RMS estimation technique, where the signal into 

the analyzed time window is considered stationary which is not 

true in transient phenomena. Therefore, the results accuracy 

may be degraded. In this work, a methodology for RMS voltage 

estimation or tracking (sample to sample) using analytic signals 

is presented. First, a bandpass filter centered in the fundamental 

component (60 Hz in Mexico) is applied to remove the rest of the 

frequency components. Then, the building of its analytic signal 

by means of filters is carried out. Finally, the instantaneous phase 

and magnitude of the signal are computed. It is worth noticing 

that the instantaneous amplitude can be directly related to the 

RMS value. Some synthetic and real experiments are performed 

to test the proposal effectiveness. 

Keywords—Analytic signal; IEEE Std. 1159; RMS voltage; 

voltage tracking.  

I. INTRODUCTION  

Over the past few years, many power applications have 
used the root-mean-square (RMS) value of voltage or current 
signals as input parameter to carry out tasks of control, 
activation of protections, modeling, power quality disturbances 
monitoring, and estimation of others power quality indices, 
among others [1-3]. In order to keep or improve the 
performance of the aforementioned applications, an accurate 
RMS estimation becomes a primary target. The Standard IEC 
61000-4-30 presents a well-defined way to estimate the RMS 
value [4]. Although it is a simple and efficient approach, some 
drawbacks are observed when no stationary signals are 
analyzed. This is because the signal is considered stationary 
into the analyzed time window, which is not true in transient 
phenomena [5]. Further, this approach does not provide phase 
information, which in some applications is required [3]. 

In general, the RMS value can be estimated in both time 
domain and frequency domain. In the former, the signal has to 
be first filtered to remove noise and other frequency 
components in order to estimate the fundamental component 
RMS. In the latter, the discrete Fourier transform (DFT) is used 
to estimate the fundamental component magnitude [6-7]. Both 

methods are frame-based techniques and have problems to 
analyze transient signals. Some improvements can be obtained 
if the time window is overlapped; however, the computational 
burden increases. In this regard, several solutions based on 
recursive (tracking) techniques are reported in the literature. 
They process sample to sample instead of batch data. Two 
common techniques for voltage tracking are the adaptive linear 
network (ADALINE) [8] and the Kalman filter (KF) [1]. Yet, 
despite being powerful techniques, several aspects have to be 
contemplated in order to offer a good result. The first point to 
consider is the selection of the model, generally harmonic-
based models, due to that a large or complex model implies a 
high computational burden and excessive convergence time, 
but a simple model may lead to wrong results when a 
frequency component that is not considered on it appears [5]. 
Further, the updating algorithm, e. g. the least mean square 
(LMS) algorithm [9], to adjust the model coefficients has to 
provide a fast convergence time, mainly for fast changes in the 
signal. Yet, the appropriate value of the learning rate selection 
is not a straightforward process. From this, it is evident that 
this topic is still an open issue to propose and develop new 
techniques and methodologies. 

In this paper, the building of the analytic signal of a voltage 
signal by means of filters for RMS value tracking of the 
fundamental component is presented. First, to remove other 
frequency information, a bandpass filter centered in the 
fundamental component (60Hz in Mexico) is applied. Second, 
a phase-shifting filter and a delay filter are used to generate the 
analytic signal. Finally, the coordinate rotation digital 
computer (CORDIC) algorithm [10] is used to compute its 
magnitude and phase sample a sample; with that, a tracking of 
the RMS can be carried out by providing both magnitude and 
phase information. It is convenient to mention that the proposal 
is implemented by means of filters and CORDIC operations in 
order to simplify and facilitate a future hardware 
implementation. On the other hand, unlike the abovementioned 
works, the proposal needs neither a harmonic-based model nor 
an updating algorithm, which simplifies and reduces the 
computational complexity and the convergence time, 
respectively, making the proposal an attractive solution for 
many power applications. For validating and testing the 
proposal, two scenarios are considered. First, a set of synthetic 
signals, based on mathematical models, are analyzed. Due to 
that the original or reference values are known, the estimation 
error of the proposal can be measured. Second, real 

This work is sponsored by UAQ-DIPFI under the FIN201438 project. 
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measurement data of voltage signals provided by the IEEE 
work group P1159.3 and the ones monitored of an 
experimental setup compound of typical electrical loads are 
also analyzed. The obtained results show the effectiveness and 
noise immunity, as well as the accuracy of the proposal, which 
make it a suitable and low complexity tool for RMS voltage 
tracking (magnitude and phase).  

The rest of the paper is organized as follows: section II 
introduces a brief description of the main topics of this work. 
Section III and IV shows the methodology and experimentation 
carried out. Finally, the conclusions appear in section V.  

II. THEORETICAL BACKGROUD 

A. Analythic Signal 

In general, a signal is called analytic signal when it has no 

negative frequency components [11]. Its representation is a 

generalization of the phasor concept to define a sinusoidal 

function with time-variant amplitude, phase, and frequency, 

which facilitates many mathematical manipulations of the 

signal. In terms of a time-dependent phasor, the analytic signal 

of x(t) with its complex conjugate y(t) is defined as: 
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where A(t) and φ(t) are the instantaneous amplitude and the 

instantaneous phase, respectively. A(t) is also known as the 

envelope of x(t), which can be used for directly tracking the 

voltage or current magnitudes as shown in Fig. 1.  

B. Voltage Variations 

Among electromagnetic phenomena that affect the power 
quality, short-, and long-duration RMS voltage variations have 
attracted the interest of many researchers around the world 
because they can seriously degrade the equipment connected to 

the power supply [3] and, hence, cause economic losses for 
costumers. The IEEE Std. 1159 establishes the categories and 
typical characteristics of RMS voltage variations, which are 
mainly classified by their duration and magnitude as shown in 
Table 1 [2]. It is worth noticing that these values will be used 
to test the proposal, since they are the common parameters of 
real life voltage variations and, hence, real life RMS values. 
The RMS estimation in time domain is given by: 
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where xi is the sample value and n the size of the window of 

analysis, half cycle of the fundamental frequency is suggested. 

 

III. METHODOLOGY 

The proposed methodology is presented in Fig. 2. It 
consists firstly of a bandpass filter to remove other frequency 
components, which is a finite impulse response (FIR) Gaussian 
window filter of order 32 centered according to the 
fundamental component, in this case 60 Hz. Then, x (t) is 
processed in parallel way by both a phase-shifting and a filter 
delay filter to obtain xa (t). The former is a 32 FIR filter 
designed through Parks-McClellan method to generate a 
quadrature signal of x(t) (similar to Fig. 1), the latter is only to 
compensate the sample delay due to the aforementioned filter. 
Then, its instantaneous amplitude and phase are computed by 
means of the CORDIC in vectoring mode using the following 
equations [10]: 
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where di=+1 if yi <0, -1 otherwise. Therefore 

 

TABLE I 

CATEGORIES AND TYPICAL CHARACTERISTICS OF VOLTAGE VARIATIONS 

 

Category 
Typical 

duration 

Typical voltage 

magnitude 

Short-Duration variation   

Instantaneous 
Sag 0.5 - 30 cycles 0.1 - 0.9 pu 

Swell 0.5 - 30 cycles 1.1 - 1.8 pu 

Momentary 

Interruption 0.5 cycles - 3 s < 0.1 pu 

Sag 30 cycles - 3 s 0.1 - 0.9 pu 

Swell 30 cycles - 3 s 1.1 - 1.4 pu 

Temporary 

Interruption 3 s - 1 min < 0.1 pu 

Sag 3 s - 1 min 0.1 - 0.9 pu 

Swell 3 s - 1 min 1.1 - 1.2 pu 

Long-Duration variations   

Sustained interruption > 1 min 0.0 pu 

Undervoltages > 1 min 0.8-0.9 pu 

Overvoltages > 1 min 1.1 - 1.2 pu 

The quantity pu refers to per unit, which is dimensionless. The quantity 1.0 pu 

corresponds to 100% [2]. 

 

 
 

Fig. 1.  Tracking of the envelope of a signal x(t). 
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with 16 iterations. This number presents enough good results. 
Finally, the RMS value can be estimated from the 
instantaneous amplitude by considering that the envelope is the 
value of the peak voltage (Vpeak) as follows: 
 

2/peakRMS VV      (7) 

 
Fig. 3 presents the methodology steps for a noisy voltage 

signal (Fig. 3(a)). The filtered signal appears in Fig. 3(b); as 

 

 
 

Fig. 2.  Proposed methodology. 

 

 
 

Fig. 3.  Signal analysis: (a) original signal, (b) filtered signal, (c) envelope, 

and (d) phase. 
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can be seen, the most of the noise is eliminated. Fig. 3(c) and 
3(d) shows the envelope and phase tracking, respectively.  

IV. EXPERIMENTATION AND RESULTS 

A. Validation 

In the validation stage, 10 signals for each short-, and long-
duration RMS variations of Table 1 are synthetically generated 
using a sampling frequency (Fs) of 6000 Hz. Fig. 4 shows the 
three common categories of voltage variations according to 
their magnitude, being a sag, swell, and interruption. There, it 
is seen that the proposal can track the different voltage 
variations. Further, the tracking of phase is also carried out, 
which is not possible using standard RMS voltage estimation. 
The phase value is only a zero value when the signal is zero 
voltage magnitude as shown in Fig. 4(c). In order to measure 
the accuracy of the proposal, the relative error (RE) between 
the known reference value and the obtained with the proposal 
is computed. The mean RE of all signals is 2.8 % for the 
proposal and 4.3% for the RMS estimation in time domain 
according to (7) and (4), respectively. Therefore, a better 
results accuracy is obtained with the proposal (sample to 
sample); besides, phase information is also provided. The 
obtained small RE is mainly due to the light oscillations in the 
envelope because of the filter-based implementation. Fig. 5 
shows a critical voltage variation in magnitude, 0 pu, and 
duration, half cycle. For comparison purposes, the envelope 
tracking of the proposal appears in red, whereas the one 
obtained with Hilbert function (Matlab code) appears in black. 
In general, Hilbert is a classical phase-shifting operator [11]. 
From the plot, it is evident that the proposal presents better 
tracking results.  

B. Experimental Results 

Regarding the real data, some signals of the IEEE work 
group P1159.3 are analyzed with the proposal. The aim of this 
is to observe and analyze the proposal behavior under real 
power signals. On top, Fig. 6 shows sag, swell, and interruption 
signals. In the bottom, the signals after filtering and the 
envelope results are observed. As can be seen, the signals are 

combined with other electrical disturbances such as transients, 
notching, and noise, which compromise the accuracy results. It 
is convenient to mention that the reference values for the 
signals are not given; therefore, the estimation error is not 
obtained. However, the abovementioned validation results 
allow establishing the proposal as suitable and accuracy 
methodology. On the other hand, real voltage signals acquired 
from the experimental setup shown in Fig. 7 are also analyzed. 
It consists mainly of an induction motor and a capacitor bank 
to generate real voltage variations. The signals using Fs= 6000 
Hz are sent to the PC by means of a data acquisition system 
(DAS) and processed by the methodology in Matlab software. 
Fig. 8(a) shows the monitored voltage signal. There, three 
voltage changes can be observed: 1) normal, when the 
electrical loads are deactivated, 2) a voltage drop, when the 
motor is starting on, and 3) a slight voltage increment, when 
the capacitor is switching on. Fig. 8 shows the signal after 
filtering and its envelope. The filtering stage reduces some of 
the observed peaks or transients when the capacitor is activated 
or deactivated. In Fig. 8(b), the envelope tracking is observed. 
At this stage of the work, the experimental tests are only used 
to evaluate the voltage envelope tracking; however, in the next 
step of this work, a power quality analyzer such as the Fluke 

 

 
 

 

Fig. 4.  Envelope and phase tracking for a (a) sag, (b) swell, and (c) interruption.  

 

 
 

Fig. 5.  Hilbert operator and proposal implementation: a comparison. 
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435 will be used to compare and calibrate the proposed 
methodology. 

V. CONCLUSIONS 

In this work, a methodology for RMS value tracking of the 
fundamental component in voltage or current signals using 
analytic signals is presented. The proposal development based 
on filters and CORDIC operations allows offering low 
computational burden and low complexity for hardware 
implementation. Thanks to the building of the analytic signal, 
information of instantaneous magnitude and phase can be 
obtained. Unlike the frame-based methods, the proposal 
process a result sample to sample, which may be suitable for 
control and protection applications. 

Synthetic and experimental results show the proposal 
effectiveness for envelope tracking of voltage variations, even 
for an interruption of half cycle.  

In a future research work, the study of other power quality 
indices that combines RMS values of voltage and current 
signals such as the estimation of powers quantities will be 
researched. 
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Abstract — The world production of vegetables has been 
increasing in recent years due to the use of technology, 
intensive use of fertilizers, pesticides and machinery. However, 
this has created negative side effects such as health issues and 
soil pollution. Lettuce is one of the most produced plants 
worldwide, and it is not excluded from the intensive use of 
those practices. Lettuce is a vegetable that accumulates higher 
concentration of NO3

- in its leaf structure; this molecule is 
reduced to nitrite (NO2

-) by a segregated enzyme of bacteria 
contained in human saliva called nitrate-reductase. This 
substance can affect the health in several ways, from 
respiratory illness to cancer. In this work, we propose a crop 
technique based on organic fertilization which intends to 
produce healthy vegetables without compromising the quality 
of the product. The experiment was conducted in a greenhouse, 
and based on the results we found that the organic fertilization 
shows less nitrate concentration in comparison with chemical 
fertilization. 

Keywords—greenhouse; nitrate concentration; organic 

fertilizer; vermicompost;  

 

I. INTRODUCTION  

The world production of vegetables has been increasing in 
recent years due to the use of technology the intensive use of 
fertilizers, pesticides and machinery; however, this has brought 
side effects that cause damage to the soil. One of the most 
produced vegetables is lettuce, which is not excluded from the 
intensive use of those practices. According to the FAOSTAT 
(2012), China has the first place in lettuce production with 8.42 
millions of tons per year (t year-1). The growth of lettuce 
depends on many different conditions; one of the main factors 
is fertilization, where elements such as nitrogen (N), potassium 
(K), phosphorous (P) (called macronutrients), and 
micronutrients like sulfur (S), calcium (Ca), magnesium (Mg), 
etc., have an important role for the plant metabolism as the 
protein synthesis and nucleic acids [1]. The N in nitric form 
(NO3

-) in the lettuce is accumulated in the leaf when the 
absorption surpasses the reduction [2]; only in situations where 

the fertilizers are applied in excessive volumes and in a nitric 
form [3]. 

The NO3
- is considered a toxic molecule when is consumed 

in vegetables with high content of nitrates, but the NO3
- is not a 

dangerous substance. The problem is caused when the NO3
- is 

reduced to nitrite form (NO2
-) by a segregated enzyme of 

bacteria in the saliva of humans [4] called nitrate-reductase; the 
high consumption of this substance can affect the health in 
several ways, from respiratory illness to cancer [5]. 

The radiation, temperature, fertilization, enzymatic activity 
of nitrate-reductase and genetic variety are the main factors 
that determine the nitrate accumulation in leaves [6]. 
Fertilization is one of the more significant in this case as it 
depends of the N form and the total of fertilizer applied; when 
the fertilizer is applied in nitric form, this produce a bigger 
concentration in the soil compared with ammoniac form. This 
effect is reduced due to N available mainly in the last two 
weeks before the harvest [4]. 

The use of organic fertilizers in lettuce production shows 
less NO3

- concentration compared with the conventional 
fertilizers [7]. In the organic fertilizers there are many forms of 
N as nitric or ammoniac form and other micro and 
macroelements as sodium (Na), iron (Fe) and molybdenum 
(Mo), that have an important influence in the enzymatic 
activity of nitrate-reductase working with no protein molecules 
called cofactors [8], where the cofactor function is to generate 
the enzymatic activity accordingly with the structure of the 
molecule. 

The lettuce is one of the vegetables that accumulate higher 
concentration of NO3

- in the leaf structure; researches about the 
content of NO3

- demonstrate concentrations from 1000 ppm to 
4000 ppm of fresh weight. The World Health Organization 
(WHO) has recommended a daily permitted consumption of 
NO3

-   of 5 mg kg -1 of corporal weight that it is equal to 350 mg 
day-1 for a person with 70 kg of weight. Meanwhile nitrite daily 
permitted consumption is 0.6 mg kg-1 of corporal weight. The 
European Economic Community has established maximum and 
minimum contents of NO3

- of lettuce cultivation in greenhouse 
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and without greenhouses conditions in different seasons of the 
year (Table I). 

TABLE I.  MAXIMUM CONTENTS OF NO3
-, REGULATED BY THE 

EUROPEAN ECONOMIC COMMUNITY 

Vegetable Postharvest period ppm 

Lactuca 
sativa L. 

Winter-Spring  

Greenhouse condition 4500 

Without greenhouse 4000 

Summer-Autumn   

Greenhouse condition 3500 

Without greenhouse 2500 

 

 According to the described problem, is necessary to 
produce these vegetables, like lettuce, with low concentration 
of nitrates in the leaf structures in order to reduce the risk of 
diseases and elevate the nutrimental quality of the food; 
likewise, we need to increase global production of food 
considering the health and protection of the environment and 
the soil. 

II. ANTECEDENTS  

A study was realized by Sanchez in 2010[8], where they 
describe the N absorption with nitric and ammoniac forms in 
relation with the radicular and environmental temperature, 
concluding that a high temperature increase the N-NH4

+ and N- 
NO3

- absorption, being bigger in N-NO3
- than N-NH4

+. Tarigo 
et al. in 2004 [7], measured the NO3

- content in lettuce 
fertilized with biol, urea and cow manure, where no one 
exceeded the permitted limits; however, the conventional 
fertilization with urea produced the biggest content of NO3

-. 

Nitrates in lettuce was evaluated by Pavlou et al. in 2006 
[4], in three seasons of the year with organic nutrition with 
sheep manure in doses of 0.67, 1.34 and 2.01 kg plant-1 and 
three chemical nutrition with a variation of N, no one surpassed 
the level of NO3

- permitted, however, the conventional 
fertilization produced the biggest content of NO3

-. Where 
measured by Sanchez [8], the level of NO3

- in Crespa lettuce 
fertilized with 10 and 20 dm3 m-2 of cattle manure and urea 
combined, only the treatment with 10 dm3 m-2 had significant 
differences respect to the others treatments. 

According to the cited references, it is relevant the use of 
organic fertilizers in the production of vegetables with the 
objective of increasing the global production and the 
nutrimental qualities with the care of the environment. The 
least content of nitrates where is compared frequently with the 
conventional practices as the chemical fertilization where more 
nitrates are produced in the leaf structure. In this work we 
propose a crop technique based on organic fertilization which 
pretends to produce healthy vegetables without compromising 
the quality of the products. 

 

III. MATERIALS AND METHODS  

 

A. Area of study 

This experiment was performed under greenhouse 
condition in Amealco de Bonfil, Querétaro, México, where the 
climate condition is sub-humid moderate with a middle 
temperature of 14.6°C and an annual precipitation of 836.5 
mm. 

B. Greenhouse conditions 

The greenhouse used was cenital type, where polietilene 
plastic of 800 galgas was used to cover the structure. The 
structure was produced with ptr tubing of 1.5”. The greenhouse 
had frontal and horizontal ventilation with antiafid mesh. The 
total area cultivated was 50 m2. 

C. Preparation of greenhouse 

The greenhouse was disinfected with a solution of 
hypochlorite of sodium with a concentration of 10 mL L-1 of 
water; this solution was applied in the surface of the 
greenhouse. The treatments were adjusted in four crop beds of 
0.6x7.1 m; each crop bed had 13 treatments of 0.6x0.5 m. 

D. Production of plant 

Seeds of Vulcan lettuce with free polinization were used 
to produce 208 plants for all the treatments. The seed beds 
used were disinfected with ammoniac cuaternarium (2%) to 
prevent pests and diseases. The substrate used was peatmoss 
(70%) and vermicompost (30%), and finally recovered with 
vermiculite. When the seeds emerged, they were kept in 
protected conditions until the transplanted.  

E. Transplant 

The transplant was realized when the plants developed 4 
true leaves or 21 days after the crop seeding. The planting 
density of lettuce was of 5.05 plants m-2, with a distance 
between plants of 0.25 m. The organic mulching was used 
with 0.5 m3 of straw of barley to cover 40 m2 of surface. 

F. Watering 

The consumption of water in lettuce depends of the 
phenologic stage and the influence of climate conditions, 
where the lettuce requires 0.5 L day-1  in the maturity stage 
[6].  

G. Fertilization 

All the treatments were fertilized with solid 
vermicompost (40 t ha-1) before the transplant with the 
exception of the control [9]. 

1) Pre-composting process in manure  

Cattle and sheep manure were used to prepare the 
teas, but were summited to pre-composting where had a 
duration of 27 days, controlling the temperature, the O2 
incorporation and humid (70%) [10]. 
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2) Organic teas formulation 

The teas were made with sheep and cattle manure 
composted and vermicompost, and were incorporated to 
humidity during a day; the nutrient concentration was 
regulated by the electrical conductivity (EC) using 1.5, 2 y 2.5 
mS cm-1 for each tea formulation and pH to 5.8 with citric 
acid. The application was realized foliarly with atomizers until 
drop point in low radiation conditions. 

3) Chemical tea formulation 

The chemical tea was prepared according with 
Steiner (1984), where the elements are showed in Table II, and 
the nutrient concentration was regulated by the electrical 
conductivity (EC) using 1.5, 2 y 2.5 mS cm-1 for each tea 
formulation and pH to 5.8 with citric acid. The application 
was realized foliarly until drop point in low radiation 
conditions. 

TABLE II.  PARTS PER MILLION FOR EACH ELEMENT ACCORDING WITH 
STEINER (1984). 

Element Ppm 

N 180 
P 51 
K 277 
Ca 183 
Mg 49 
S 96 
Fe 3 
Mn 1.97 
Cu 0.02 
Zn 0.11 
B 0.44 

Mo 0.01 

 

4) Chemical fertilization 

The chemical fertilization was applied only to the 
control treatment, with the objective to do a commercial 
comparison between the organic and chemical fertilization. 
The formulation is the same of Table II in fertirrigation way 
controlling the pH to 5.8 with citric acid, and tezontle was 
used as substrate like a hydroponic cultivation. 
 

H. Phitosanitarian Control  

|The pests and diseases control was realized using 
preventing applications of chili, onion and garlic extracts. 

I. Harvest   

The harvest was realized in an interval of time of 60 days 
after the transplant, with duration of 81 days during all the 
cultivation cycle. 

J. Variables to evaluate  

Evaluated variables were as the submissiveness per m2, 
weight, fresh and dry matter percentage where they were 
measured with a platform scale. 

1) Fresh and dry matter percentage 

The fresh and dry matter percentage was determined with the 
fresh and dry weight of each sample. The valor was calculated 
with the follow equations: 
 

                                                                                   (1) 

 
                                                                                (2) 

 
 
Where: 
Ps= dry weight 
Pf= fresh weight 
Pps= dry matter percentage 
Ppf= fresh matter percentage 
 

2) Nitrate content 

The determination of the nitrate content was done 
cutting a sample of a basal leaf of each treatment of each 
repetition. The sample was obtained when the leaf was 
submitted in an extractor sap press, where 10 g of leaf was 
introduced obtaining 0.75 mL of sap and was submitted to 
dissolution factor of 1:3 with distillated water and afterwards 
the sample was collocated with a gradated dropper  in the 
equip Compact NO3

- Meter TwinNO3
- Model B-343, 

HORIBA, Ltd., in three times of the day: 7:00 a.m., 2:00 p.m. 
and 7:00 p.m. and in the same time in evolution form, with the 
objective to determinate the least content of nitrates. 

 

IV. EXPERIMENTATION  

A. Experimental design 

 
The experimental method was randomized block design 

with 4 repetitions and an experimental unit of 4 plants, a total 
of 12 treatments and a control with chemical fertilization. The 
factor was the fertilization and 12 levels of application that 
correspond to doses and concentration, where the organic and 
chemical tea formulations were realized in atomizers to apply 
the foliar solution (Figure 1). The description of treatments 
appear in the follow table (Table III) 

TABLE III.  TREATMENT DESCRIPTION. 

Treatment Description 

T1 FTO D1 
T2 FTO D2  
T3 FTO D3 
T4 FTV D1 
T5 FTV D2  
T6 FTV D3 
T7 FTC D1 
T8 FTC D2 
T9 FTC D3  
T10 FFQ D1 
T11 FFQ D2 
T12 FFQ D3 
T13 CONTROL 
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Where: 
FTO: Foliar fertilization with tea of sheep compost 
FTV: Foliar fertilization with tea of vermicompst 
FTC: Foliar fertilization with tea of cattle compost 
FFQ: Foliar fertilization Steiner (1984) 
 
D1: Dose to 1.5 mS cm-1 
D2: Dose to 2 mS cm-1 
D3: Dose to 2.5 mS cm-1 

 

T13 (Control): 100 % Steiner (1984) fertilization 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Organic and chemical teas formulation in atomizers. 
 

Each treatment was placed in randomized position in the 
greenhouse, where each fertilization of the treatment was 
showed on a color paper with its respective concentration on 
the lettuces (Figure 2). 

 

 
 

Fig. 2. Treatment description of fertilization in lettuce. 
 

B. Estadistic analysis  

The variations of the variables of each treatment were 
evaluated with analysis of variance (ANOVA) and test of 
Tukey with a confidence level of 95% (α ≤ 0.05). 

 

V. RESULTS AND DISCUSSION  

A. Nitrate content 

 
The low nitrate content of the lettuces in this research was 

measured in the morning in comparison with the measures in 
the afternoon and night. This fact was reported by Salinas in 
his work [6], where it depends of the radiation in first place 
and the fertilization applied.  

 
Additionally, the nitrate content registered significant 

differences (ANOVA) among treatments with chemical and 
organic fertilizations. 

 
The Tukey test showed lower nitrate content in treatments 

with organic fertilization that corresponds from treatment 1 to 
9 and the treatment 10 with chemical fertilization with 1.5 mS 
cm-1 of concentration, in comparison to the chemical 
fertilization treatments (treatments 11 and 12), and it is more 
significant with the control (T13). Figure 3 shows the boxplot 
of the treatments with their respective fertilizations, where 
values with the same letter are statistically equals; for 
example, the treatments 1 to 7 are labeled by el letter ‘a’ that 
means they are statistically similar. Only the treatment 13 is 
significant different respect to all the treatments. It is 
important to mention that any treatment surpass the maximum 
limit established by the EU (Europe Union) in the period of 
summer-autumn. 

 

 
 

Fig. 3 Nitrate content of the lettuce in each treatment. Values with the same 
letter are statistically equals. Tukey (0.05) 

 

B. Fresh and dry matter percentage 

 

The fresh and dry matter percentage of the lettuces are 
presented in Table IV, where there is variability among the 
treatments. The results show a dry matter percentage less than 
10 % to the treatments 2, 3, 4, 5, 7, 8, 10, 11 and 13; where the 
treatments 1, 6 and 9  with organic fertilization showed a dry 
matter percentage bigger than 10 % and only the treatment 12 
with chemical fertilization  with 14.62 % of dry matter. 

 

a 

a 
a 

a a 
a a 

ab 

ab 

ab 

ab 
b 

c 
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TABLE IV.  FRESH AND DRY MATTER PERCENTAGE OF EACH TREATMENT 

 

Treatments 
Dry matter 

percentage 

Fresh matter 

percentage 

T1 10.34% 89.66% 
T2 8.03% 91.97% 
T3 6.05% 93.95% 
T4 6.73% 93.27% 
T5 8.83% 91.17% 
T6 10.65% 89.35% 
T7 9.17% 90.83% 
T8 8.18% 91.82% 
T9 13.11% 86.89% 
T10 6.69% 93.31% 
T11 5.28% 94.72% 
T12 14.62% 85.38% 
T13 9.22% 90.78% 

 
It is important to consider the quality of the lettuces that 

the population eats, the fresh and dry matter percentage are a 
way to check the total solids that vegetables contain, but it is 
necessary to know the origin of the production as if the 
lettuces are fertilized in a organic manner. In addition to the 
nitrate content reduction, Pavlou et al. in 2006 [4], 
demostrated that the organic production of lettuces improve 
some quality characteristcs such as the fenol and flavonoid 
content and antioxidant capacity. 

So, according to the results, we can conclude that the 
quality of the lettuce is not reduced by using organic 
fertilization. 

VI. CONCLUSION  

To determine the quality of lettuces is of great relevance 
considering the nitrate content and the fresh and dry matter 
percentage because it is possible to establish a lettuce with a 
low nitrate content but with a high dry matter percentage. The 
objective of produce organic lettuces is prevent diseases and 
eat vegetables of major quality, where it is economically, 
environmentally and healthy commendable to produce in an 
organic manner. 

In this work, we can verify that the organic fertilizations 
are commendable to produce lettuces with good quality and 
low concentration of nitrates; moreover they are a good option 
to cultivate other kind of vegetables and extend for future 
experiments in other kind of crops. 
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Abstract—A family of mathematical models has been 

reported in the literature for analyzing pavement damage due to 
heavy vehicles. However, no parametric analysis has been carried 

out of the main conditions and properties affecting pavement 

response, nor has been possible to simulate real traffic conditions 

on actual road lengths. In this paper a mathematical scheme is 

proposed to simulate the pavement response to tire loads as a 
function of vehicle and pavement properties. The model is based 

upon finite elements and empirical properties for asphalt mix 

stiffness. A sensitivity analysis reveals that the pavement 

temperature is the most influential property for the pavement 

deflection: 1769 times more influential than pavement roughness; 
51 times more influential than the vehicle speed; and 1.6 times 

more influential than void content. Furthermore, results suggest 

that superposition effects take place as the spacing of the axles is 

shortened, and that pavement rebound deeply affects the 

resulting pavement deflection. The proposed computational 
scheme makes possible the needed simulation of massive-mixed 

traffic on real road lengths, under a real-time simulation scheme. 

Keywords— Vehicle-pavement interaction, Flexible pavement, 

Heavy vehicles, Finite Element Method, Dynamic pavement 

loading, Computer simulation  

I. INTRODUCTION 

Pavement deterioration due to heavy vehicles affects road 
transportation efficiency in different ways, from augmented 
road user operating costs due to increased roughness; to traffic 
disruptions due to road work to repair such increased 
roughness. A deteriorated road implies vibration of the vehicles 
and such vibration has implications in different directions, 
including a faster vehicle degradation, freight damage and 
driver fatigue [1][2]. It has been reported that using poorly 
maintained roads can represent an increase in vehicles 
operating costs up to 30% [3]. The overall e ffect of such 
damaging effects finally has to do with road safety [4]. 
Common needs of road agencies and governments include 
indicators of the magnitude of the potential road damage 
caused by heavy trucks, as a function of different operating and 
design factors [5]. Consequently, investigations have been 
carried out to assess the potential damaging effect of vehicles 
on the pavement throughout experimental and analytical 
approaches [6][7][8][9]. Analytical models of vehicle-
pavement interaction that consider the pavement dynamic 

response to tire loads, however, are complicated and difficu lt to 
utilize in a real traffic environment. That is, in a real world  
situation, the vehicles use the infrastructure at different 
traveling speeds and payload conditions, while at the same 
time the pavement exhibits different levels of vulnerability to 
such loads. To the knowledge of the authors, such 
comprehensive model has not been developed yet.  

The need for realistic approaches that take into account the 
massive use of infrastructures has been previously suggested 
[10]. However, none of the Finite Element Method (FEM) and 
multilayer models reported in the literature enables  the 
simulation of real traffic on actual pavement lengths. For 
example, while the variation of pavement stiffness with 
temperature has been studied both numerically and 
experimentally  [11][7], no parametric analysis has been carried 
out of the temperature variation effect on pavement damage 
due to heavy trucks.  

In this paper a Finite Element model is proposed to analyze 
the effect of tire loads on a flexible pavement, by integrating an 
asphaltic damped beam (asphalt layer), supported by damped-
asphaltic bars (Sub-base material). Tire forces are simulated 
from the response of a lumped mass vehicle model to the 
pavement profile. A parametric analysis is made and a 
sensitivity formulation is proposed to identify the most 
influential factors affecting pavement deflection and potential 
damage. 

II. REVIEW OF EXISTING MODELS  

The main modeling approaches reported in the literature to 
simulate flexible pavement dynamic response to vehicle tire 
loads include the following: discretized models based on FEM 
[12] [13] [14] [15] [16];  mult ilayer models [17];  and 
discretized uncoupled-lumped models [18]. These models 
make possible the simulation of passing tires and the 
superposition of effects due to contiguous axles. However, 
reported FEM models are difficult to use as they are mostly 
based on diverse commercial computational platforms [16]. It  
is thus very difficult to simulate the vast variety of operating 
conditions and properties of the vehicles and the pavements, so 
that the use of such models is limited to the analysis of specific 
aspects of vehicle-pavement interaction. On  the other hand, the 
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multilayer methods run faster, and have been even considered 
for pavement design methods [19]. The main difference 
between FEM and multilayer approaches has to do with the 
local stress distribution around the tire-pavement contact patch, 
with the FEM being potentially more accurate in that respect.  

Other approaches for pavement response simulation that 
have been reported in the literature include continuous models, 
fuzzy logic tools, and micromechanical formulations, as 
described below. 

A continuous vehicle-pavement interaction model was 
proposed by Hardy and Cebon  [20], in which the pavement is 
modeled as an elastic beam resting on a damped elastic 
foundation. In such a case, a simplified vehicle model (quarter-
of-a car) was considered for the analysis of pavement response 
to vehicle loads. Micromechanical approaches consider the 
microstructure of the pavement mix, and studies have included 
the Distinct Element Method (DEM) to analyze the stiffness of 
the material as a function of loading frequency and temperature  
[21]; or as a function of the failure modes of the pavements  
[22]. A fuzzy logic approach has also been proposed to model 
the pavement response to falling weights  [23].  

A comprehensive and calibrated model for analyzing  
rutting in flexible pavements was proposed by Fang et al. [24]. 
In their model, the authors obtain the evolution of the 
transverse surface profile of the road as a function of the 
amount of loading cycles, assuming the tire forces as quasi-
static loads that induce uniaxial equivalent stress. The power 
law formulation for creeping, embedded in a commercial FEM 
program, was used to simulate the creeping rate for each of the 
three layers of pavement´s structure, as a function of loading 
speed and level of traffic. A constant tire load was considered, 
which was divided into FEM model nodes according to tire 
footprint´s geometry. Constant Young ś modulus and 
Poisson´s ratio were considered. So, this model neglects the 
effect that many significant parameters have shown to have on 
pavement deterioration, including roughness (dynamic loads), 
cargo level and pavement temperature. Such limitations 
prevent the application of the model to analyze properties and 
operating conditions that eventually generate the most 
pavement damaging conditions. So, to identify which of these 
factors represent the most influential effect on pavement 
deterioration a model is needed that based upon physical 
principles allows the identification of such factors.  

III. PAVEMENT MODEL  

Fig. 1 illustrates the proposed pavement physical model, 
consisting of an asphaltic beam supported by a group of bar 
elements 0.5 m apart. The bar elements combine a damped bar, 
representing the sub-base of the pavement structure, and an 
asphaltic bar to reproduce the asphalt layer vertical response.  

Fig. 2 illustrates the degree of freedom (DOF) for the beam 
elements, including vertical positions (w1 y w2) and angular 
displacements (and ). In this figure fi,, for i = 1 to i = 4, 
represents  the forces and moments applied on the beam 
element. Stiffness [k] and mass [m] matrix expressions for the 
beam elements are given by the following expressions  [25]: 

          


























4626

612612

2646

612612

3
h

EI
k

          

     

























422313

221561354

313422

135422156

420

hm
m E                         (1) 

where E is the elastic modulus; I is the moment of inertia of the 
beam element, and mg the corresponding beam element mass. 
The damping matrix is proposed as follows: 
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where cd is a damping constant. 

 

Fig. 1. Finite element model for the pavement.   

 

Fig. 2. Degrees of freedom and forces and moments for a 
beam finite element [25]. 

For the bar elements, Fig. 3 illustrates the corresponding 
degrees of freedom (u1 and u2), and end forces f1 and f2. The 
mass and stiffness equations for the bar elements are: 
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For the damping matrix, the matrix is assumed as: 
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where cb is a damping constant. Vert ical stiffness of the bar 
elements is the equivalent stiffness of an asphalt element and a 
sub-base element.  

 

 

Fig. 3. Degrees of freedom and forces for a bar finite 
element  [25]. 

 

The standard procedure of assembling the particular 
elements was used to realize the equations of motion for the 
system, as follows  [25]: 
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where  F represents the vector of nodal forces and  U   is the 
state vector containing the degrees of freedom ant their 

derivative (    iu and 


iu  , respectively, for i = 1 to i = DOF): 
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Elastic modulus E in (1) and (3) corresponds to the 
dynamic elastic modulus of asphalt mix [26], which is 
estimated from the following empirical relation [7]:  

n

b
VMAnVMAEE )]3(/)5.25.257(1[       (7) 

where Eb is the binder’s Modulus of Elasticity, the exponent   
 

bEn /)104(log83.0 4 and VMA describes the void content 

of the pavement expressed in percentage. E thus represents the 
average stiffness for the full depth of asphalt layer of the 
pavement. Eb in (7) has been related with the asphalt layer 
temperature, penetration index (PI) and loading time  through 
the following empirical relation  [7]: 
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Equations (7) and (8) are valid for 12% < VMA < 30%; 

and Eb > 5 MPa. t  in  the model is calculated on the basis of a 

constant tire-print length of 300 mm. 

IV. VEHICLE MODEL 

The forces to be exerted on the pavement model are 
obtained from simulations of the dynamic response of a vehicle 
to the pavement profile.  

The model was formulated to study its bounce and pitch 
mode dynamics under excitations arising from measured road 
surfaces, while the contributions due to roll dynamics are 
considered negligible  [27]. Vehicle dynamics is assumed to be 
independent from pavement deflection, as the magnitude of 
deformation in the pavement (in the order of 0.1 mm) is 
significantly smaller than those deformations observed for the 
vehicle tires and components  [8].  

The vehicle is idealized as a set of rigid bodies coupled by 
massless flexible elements  [28][29]. Tires are represented by 
linear stiffness and damping. Fig. 4 illustrates the in-plane 
lumped parameter model of the vehicle employed to analyze 
the response of the FEM pavement proposed to tire loads. The 
vehicle has six degrees of freedom, associated with the bounce 
motion of the steering axle 

F
z  ; bounce and pitch oscillations 

of the sprung mass (
s

z  and 
s

   , respectively); bounce motion  

of the front axle of the tandem-group 
FT

z ,
 ; bounce motion of 

the rear axle of the tandem-group 
RT

z ,  ; and swing motion of 

the equalizing bar in the tandem-group (
e

  ). 

 

 

Fig. 4. Schematic representation of vehicle model. 

 

V. SQUEME OF SOLUTION OF THE EQUATIONS 

The pavement and vehicle equations of motions  are solved 
throughout the Transition Matrix Approach  [25]. According to 
this approach, equations are expressed as first order systems, as 
follows:  

     )()()(
.

tYBtyAty 




                (9) 

where   )(ty  represents the state vector containing the 

different degrees of freedom of the system;  )(tY   constitutes 

the external perturbation; and  A  and  B  are the coefficient 

matrices, as a function of vehicle mass, stiffness, damping and 
geometrical properties. Recursive time solution of first order 
equation is given by [25]: 
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where: 
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  is the state transition matrix and    is the particular 

response, given by: 
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dt in (11) and (12) represents the time step for the simulations , 
which is as little as necessary to secure the convergence of the 
Taylor expansion of that equation. 

Pavement profile input was discretized in constant elevation 
segments. 

A   Computational algorithms  

Fig. 5 illustrates the computational scheme to calculate the 
pavement response as a function of pavement and vehicle 
properties and conditions of operation. It contains three 
modules that are sequentially executed: Vehicle > Pavement > 
Dynamic response. The vehicle module yields tire forces due 
to every vehicle axle, while the pavement module calculates 
the transition and particular response matrices, as a function of 
vehicle speed and pavement temperature and void content. The 
dynamic response module calculates the pavement response to 
vehicle tire loads for the pavement length considered.  

B   Tire forces on the pavement  

During the calculation process, the time step dt necessary 
for the convergence of the Taylor Series  (11) (0.001 s), implied  
that the vehicle did not travel the distance between two 
consecutive beam nodes of the pavement model (0.5 m apart). 
Consequently, at any time the resulting tire forces were 
between nodes, and it was necessary to weight the tire forces 
on consecutive nodes, as shown in Fig. 6.  

 

 

Fig. 5. Computational setup of vehicle and pavement computer 
programs. 

 

 

Fig. 6. Weighted forces on beam element nodes. 

 

VI. RESULTS AND DISCUSSION 

The pavement response to tire loads under a variety of 
operating conditions and characteristics is presented. It should 
be noted that the effect of different levels of static loading is 
not considered in the analysis, as the relationship of variations 
of static tire loads and pavement damage obeys contact-stresses 
power laws  [28] [5].  

A   Calibration of the model   

Experimental values of asphalt pavement deflection were 
considered for calibration purposes of the model. According to 
Sargand  [30], low speed deflection rate of asphalt pavement is 
as follows: (0.101 mm / 4459 N) for the asphalt layer, and 
(0.177 mm / 4459 N) for the sub-base. 

B   Pavement and vehicle nominal conditions and properties  

A 25-meter long road segment was considered for the 
analysis, realizing fifty 0.5-meter long beam elements, with 49 
bar elements. The DOF for the system was 98, so that the 
calculation of the particular response matrix of the transition 
matrix approach involved operations to inverse matrices 
containing 196 (98•2) rows and columns.  

A sequence of simulations was carried out, considering no 
roughness pavements and measured pavement profiles to 
exp lore the effect of road roughness on pavement response. 
No-roughness pavement was assumed for analyzing the effect  
on pavement deflection of diverse parameters including 
temperature, vehicle speed, axles spacing and asphalt mix void  
content. Tables I and II describe the pavement and vehicle 
nominal properties and characteristics.  
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TABLE I.  PAVEMENT MODEL NOMINAL PROPERTIES. 

Property Units Magnitude 

Asphalt pavement temperature (
p

T ) 0C 20 

Asphalt pavement softening 
temperature (TRB) 

0C 60 

Void content (VAM) % 25 

Moment of inertia of the viscoelastic 
beam element  

m4 .000045 

Damping constant of the bar elements  Ns/m 14000 

Spring constant of the bar elements N/m 95000000 

Beam elements length m 0.5 

Beam elements mass kg 1000 

Bar elements mass kg 355 

Damping constant of the bar elements  Ns/m 140000 

TABLE II.  VEHICLE PROPERTIES. 

Property Magnitude  

Tare mass 5000 kg 
Maximum payload 12500 kg 

Axle mass (Front/rear) 600 / 1000 kg 

Composed front suspension 
stiffness  

1000000 N/m 

Composed rear suspension 
stiffness 

2000000 N/m 

Composed front suspension 
damping 

10000 Ns/m 

Composed rear suspension 
damping 

50000 Ns/m 

  Truck wheelbase     / Axle spacing        5.2 m    /    1.3   m  
 

The calculations were performed in a regular computer 
equipped with an Intel processor at 1.6 GHz with 1.24 GB of 
RAM memory. The complete single-precision simulation for 
the 25 meter-road segment, including the transition and 
particular response matrices calculation, took around 58 
seconds. However, if the transition and particular response 
matrixes, which are a function of the vehicle speed, pavement 
temperature and void content, are read from an existing file, 
such simulation took less than one second. 

C    Pavement time response – no roughness pavement  

The first set of results of the model considers the pavement 
response to constant tire loads, as a function of vehicle speed 
and tandem group axles spacing. 

The corresponding static forces were as follows: 38925 N  
(Front axle, 19462 N per tire); 76335 N (Front axle of the 
tandem suspension, 38167 N per dual tire set); 80938 N (rear 
axle of the tandem suspension, 40469 N per dual tire set). Such 
axle forces correspond to a vehicle with 20 tons of gross 
vehicle weight. The pavement temperature (Tp) in these 
simulations was taken as 20 °C, with an asphalt mix void  
content (VMA) of 25%. So, assuming a perfect lateral 
symmetry of the vehicle, the pavement loads were split equally  
on the right and left tires, and the calculated pavement 
deflections would occur on each of the two tire-tracks.  

D   Effect of axles spacing of the tandem group / Nominal 

conditions and properties  

Fig. 7 illustrates the time histories of pavement deflection 
for the node at the middle of the 25-meter long pavement 
section, as a function of vehicle speed and spacing of the axles 
of the tandem group. Three values for the axle spacing were 
considered: 0.7 m; 1.3 m, and 2.2 m. These results suggest a 
superposition of effects when the tandem axles are closely 
spaced, while the dynamic response of the pavement influences 
its maximum deflection. In part icular, it  is noted that pavement 
deflection is affected by the rebound of the pavement. Fig. 8 
summarizes the combined effect of tandem group axles spacing 
and vehicle speed on pavement deflection. These results reveal 
an ambiguous response of pavement deflection to axles 
spacing: while for the higher speed the maximum def lection 
consistently decreases with increasing axle spacing, the low 
and medium ones indicate a minimum deflection at 1.3-m 
spacing. Such phenomenon is attributed to the dynamic 
rebound of the pavement, in the perspective of the consecutive 
axle loading. Such effect would be minimized as the elapsed 
time between tire loads decreases.   
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Fig. 7. Time h istories of pavement deflection as a function of 
the vehicle speed and the spacing between axles of the tandem 
group: (a) 25 km/h; (b) 65 km/h; and (c) 105 km/h (Tp: 20 °C;  
VMA: 25%; No Roughness Pavement). 
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Fig. 8. Effect of vehicle speed and tandem axle separation on 
maximum pavement deflection (Tp: 20 °C; VMA: 25%; No 
Roughness Pavement). 

VI.5   Effect of road roughness and vehicle speed  

Twenty six measured pavement profiles were considered to 
investigate the effect of road roughness and vehicle speed on 
the maximum deflection of the pavement, as shown in Fig. 9.  
The profiles were obtained from the Long Term Pavement 
Performance program  [31]. These results reveal a remarkable 
level of dispersion of deflection values due to variations in road 
roughness, further suggesting the importance of pavement 
profile characteristics on the potential effect of vehicles on the 
pavement. The linear tendency line in these figures reveals 
particular effects: while for 45 km/h and 75 km/h the tendency 
is an increasing pavement deflection with increasing pavement 
roughness, for 105 km/h the tendency is the opposite.  
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Fig. 9. Effect of vehicle speed and road roughness on pavement 
deflection (Spacing between axles of the tandem group: 1.6 m;   
Tp: 20 °C; VMA: 25%). 

Fig. 10 reports the average values of the maximum 
deflections of the pavement as a function of vehicle speed, 
further suggesting that in spite of the diverse tendencies and 
dispersion of pavement deflections of Fig. 9, the average 

values of pavement deflection consistently decrease with 
increasing vehicle speed.   
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Fig. 10. Average peak deflections as a function of vehicle 
speed (Spacing between axles of the tandem group: 1.6 m; Tp : 
20 °C; VMA: 25%). 

VI.6   Effect of pavement temperature – no roughness  

Fig. 11 illustrates the effect of pavement temperature on 
maximum pavement deflection as a function of vehicle speed. 
The trend shown in this figure would be the result of the 
nonlinear dependencies of the Elastic modulus E on the 
loading, loading time rate and pavement temperature, as it is 
described in (8). As the pavement temperature is increased, the 
effect of a temperature increase becomes  stronger. It is also 
suggested from these results that increasing pavement 
temperature and decreasing vehicle speed would induce 
increases in pavement deflection in the order of 30%. 
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Fig. 11. Effect of pavement temperature and speed on 
maximum pavement deflection (Axle spacing of the tandem 
group: 1.6 m; VMA: 25%; No Roughness Pavement). 

VI.7   Effect of pavement void content – no roughness 

Fig. 12 illustrates the effect of asphalt mix void content 
VMA on the maximum deflection of the pavement, as a 
function of vehicle speed. A non-linear sensitivity of pavement 
deflection to variations in VMA is observed, with the vehicle 
speed only marg inally  influencing pavement deflection for low 
values of VMA. 

VI.8   Sensitivity analysis 

A sensitivity analysis is presented to assess the relative 
significance of the parameters considered in this study. A 
sensitivity function S is formulated upon calculation of the 
ratio of the relative variations in the output variables divided by 
the relative variations in the input parameters. Average values 

160



of S for the range of points evaluated is  S . Fig. 13 illustrates 
these concepts and the corresponding equations.  
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Fig. 12. Effect of asphalt mix void content on pavement 
temperature and speed on maximum pavement deflection 
(Spacing between axles of the tandem group: 1.6 m;  Tp: 20 °C;  
No roughness pavement).  

In the case of road roughness, the sensitivity calculation 
proceeded thorough the use of the linear tendency curves 
obtained in Fig. 9. Table III lists sensitivity results, suggesting 
that the sensitivity of pavement deflection to temperature is 
greater than any of the other parameters. The average 
temperature sensitivity (2.96) is: 1769 t imes greater than the 
average sensitivity to pavement roughness (0.0016); 51 times 
greater than the average sensitivity to vehicle speed (-0.0571);  
and 1.6 times greater than the average sensitivity to void 
content (1.848).  

 

 

 

 

 

 

 

 

Fig. 13. Description of sensitivity Si and S   . 

TABLE III.  PAVEMENT MODEL NOMINAL PROPERTIES. 

Parameter Speed 
Sensitivity 

S 
VMA  25 kph 2.014 

VMA  65 kph 1.884 

VMA   105 kph 1.646 

Pavement Roughness  25 kph 0.00183 

Pavement Roughness  65 kph 0.00659 

Pavement Roughness  105 kph -0.00340 

Pav. Temperature  25 kph 3.279 

Pav. Temperature  65 kph 2.770 

Pav. Temperature  105 kph 2.832 

   

Vehicle Speed  25 kph -0.0432 

Vehicle Speed  65 kph -0.0710 

 

VII. CONCLUSIONS 

The consideration of the various parameters that potentially  
affect the pavement response to dynamic t ire loads is crucial 
for understanding road damage due to heavy vehicles. Stiffness 
of the pavement is affected by a range of factors including 
environmental, operational and pavement design factors. 
Environmental factors include temperature, while operational 
and design concepts are represented by loading speed and void 
content, respectively. Tire loads are the primary cause of 
pavement distress and the magnitude of such forces depend on 
the vehicle response to pavement profile, as a function of 
vehicle operating conditions and components properties.  

Vehicle d imensional characteristics also affect the overall 
response of the pavement, inducing a superposition of effects 
when the axle spacing is shortened. The overall effect of the 
vehicle on the pavement, however, is influenced by the 
dynamic response of this type of infrastructure and its rebound.  

Previous mathematical models have been able to consider 
several vehicle and pavement properties; however, no 
parametric analysis has been carried out of the main conditions 
and properties affecting pavement response, nor has been 
possible to simulate real traffic conditions on actual road 
lengths.  

The aim of this research was to propose a mathematical  
model to carry out parametric analyses of the main pavement-
related factors affecting the pavement response to tire loads. A 
continuous model was necessary in order to study the effect of 
axles spacing. The Finite Element Method was selected as the 
involved matrix calculations made possible to simulate realistic 
road lengths with reasonable computer effort. The model 
output selected as performance measure was the pavement 
maximum deflection, while empirical relationships reported in 
the literature were employed to formulate the dependency of 
asphalt mix elastic modulus to loading speed, temperature and 
void content.  

Parametric analyses were carried out to simulate the effect  
on pavement maximum deflection of selected pavement and 
vehicle characteristics and operating conditions. A 
dimensionless sensitivity analysis was carried out in order to 
identify the most influential properties. 

Results reveal that the most influential factor affecting  
pavement deflection is the temperature of the pavement, with 
the less influential factor being the pavement roughness. The 
average pavement temperature sensitivity is 1769 times greater 
than the average sensitivity to pavement roughness; 51 times 
greater than the average sensitivity to vehicle speed; and 1.6 
times greater than the average sensitivity to void content.  

In relation with the effect on pavement deflection of axle 
spacing in group axles, results suggest that superposition 
effects take place as the spacing is decreased, and that the 
overall response is deeply influenced by the pavement dynamic 
response, including rebound. As a consequence, only for the 
highest loading rate considered (150 km/h) it was possible to 
identify a consistent tendency of increasing pavement 
deflection with decreasing axles spacing.  
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It is considered that the proposed computational scheme  
contains the parameters and causality to apply such a model in 
real situations, involving massive heavy-vehicle traffic and 
actual road lengths. While empirical relationships have been 
considered in the formulations, a calibration is needed for the 
specific pavement being assessed, involving low speed force-
deflection relationships.  
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Abstract—In the following work an experimental prototype 

desing (bolus) is implemented, based on the electronic 

instrumentation point of view, for real time detection of 

physiological variables (pH and temperature) on cattle´s for 

being measured in the rumen. A desirable behavior in the cow´s 

health is when the rumen is between 5.5 and 7.0 pH and 

temperature between 38-40 Celcius degrees. The temperature 

measuring was implemented using a LM35 IC which presents a 

linear response of 10 mV/°C and an accuracy of 1°C; in the other 

hand, for pH measurement a combine electrode SG200C was 

used which presents a linear response of 41.39 mV/pH and an 

error of 2.2 mV. The prototype monitoring system was made 

through IEEE 802.11 wireless technology protocol instrumented 

with the RN-171-XV module. The obtained data will allow 

veterinarians to research in the cattle population´s ability to 

adapt to the southeast tropical Mexican weather due to reduced 

thermal comfort environments. 

Keywords—temperature; pH; bovine; acquisition system. 

I. INTRODUCTION  

In the following work an experimental prototype design is 
implemented, focused from the electronic instrumentation 
point of view, for real time detection of physiological variables 
(pH and temperature) on cattle´s for being measured in the 
rumen. The obtained data will allow veterinarians to research 
in the cattle population´s ability to adapt to the southeast 
tropical Mexican weather due to reduced thermal comfort 
environments. 

Analyses for cattle bovine vulnerability in Veracruz City; 
located on the southeast Mexican coast, where there is a 
tropical weather and most of the year with a temperature 
around 40°C with a relative humidity of 90%; in front of 
climate changes shows that the biggest negative impact is 
during drought season on the north and center of the city, while 
raining season affects the south. The main species that will be 
affected is the bovine. Measures about heat stress for long 
periods of time affects European cattle (Bos Taurus), Cebu and 
the mixes demonstrate affectations in the physiology, heart and 
respiratory rates, cell packed volume, metabolic acidosis 
associate to pH sanguine change [1]. 

In the bovine digestive system the most important organ is 
the rumen, due in here the food is digested. Some of the 
features in the rumen are: mixing and wetting of the intake, 
provide the appropriate environment for the development of 
ruminal microfiber. The rumen content consists of dry matter 
on 10-15%, the inside temperature is on 39-40°C, pH is 5.5-7.1 
and main variations of pH are due to presence of organic acid 
on the diet and on the spittle [2]. 

The traditional method for pH measuring consists on the 
ruminal fluid extraction across the fistula for a later analyzes. 
In the other hand, for temperature measurement a thermometer 
is introduced into the rectal area and these procedures create a 
stress situation in the cow. 

As a solution to early problematic, an experimental 
prototype design is implemented to be introduced into a 
rumen´s cows with a fistula, the system integrated with: for pH 
measurement a combine glass electrode was used; temperature 
measuring was implemented with an LM35 IC; the prototype 
monitoring systems is made in real time by wireless technology 
through IEEE 802.11protocol;  the bolus that is a housing that 
its aim is to protect the electronics of the biochemical 
environment was realized on SolidWorks™ with a diameter of 
9.5 cm and a length of 25 cm; finally transmitted data will be 
displayed on a workstation display interface designed with 
LabVIEW2012™. 

II. MEXICAN COW CATTLE PRODUCTION 

A. Climate impact 

Bovine meat is the one with the most economical, social 
and politic importance in Mexico. Due its productions, 
processing and marketing which involves more than half of 
national territory, thousands of producers, providers and 
business. Veracruz is the most important bovine meat producer 
city in the country, produces the 15% of the total consumption 
in Mexico and generates 350 thousands of direct and indirect 
employees [3]. 

Climatic changes affect all over the world, and 
consequences are reflected on forest areas with an increase of 
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deforestation, reduction in the wildlife and ecosystems, 
increase on natural phenomenon like earthquakes, drought and 
big precipitations. For the next 50 years the prognostic is a 
temperature increase between 2-5%, which leads to a shortage 
of water and a decreasing on farming area. Climatic changes 
will affect cattle in four main points: availability and price on 
the grain to feed cattle; production and quality on pastures and 
forages; health, growing and production of the animals; and 
epidemics on cattle [4]. 

 

B. Physiological considerations on bovines 

The ruminant stomach is integrated of four gastric 
compartments: rumen, reticulum, omasum and abomasum. The 
rumen is the most important in the digestion process; due in it 
is where the food is first separate in solids and liquids. One of 
the rumen functions is to keep the food mixing and wetting of 
the semi-degraded food (cud), this with the object to provide 
and specialized microbe species environment. In order to a 
correct function in the ruminants it is necessary to maintain 
some constant conditions like continuous cud; enough liquids; 
a healthy microbial ecosystem with constant pH, constant 
temperature, and also to provide a suitable environment for the 
microorganism to survive. The ruminal contents is compose of 
10-15% of dry material, a temperature around 39-40°C, a pH 
range of 5.5-7.1, and the main variations in it are due the 
present of organic acid in the daily consumption and the 
amount of saliva. Some of the rumen disorders are: indigestion, 
acidosis, alkalosis, omasum impaction, vagal indigestion [2]. 

 

III. SYSTEM DESCRIPTION 

The following work presents the development of an Intra-
Rumial monitoring system in real time of physiological 
variables to be used on cattle adaptation researches. 

The first part of the system is the physiological variable 
monitoring inside the rumen; the next stage is the signal 
conditioning; once it is done, in the next stage it is used a 
microcontroller to carry on the data processing, data will be 
transmitted wireless using a WiFi module; and the finally stage 
is the data display on a workstation for the end user 
visualization (Fig. 1). 

 

Fig. 1. System block diagram for the physiolocial variable detection. 

On a cow previously fistulated bolus is going to be inserted 
into cow´s rumen. Bolus is a housing to protect from the 
biochemical environment to the electronic system and also to 
give a mechanical support. Bolus is going to contain the 
sensing elements, a microcontroller, WiFi transmition module 
and a battery. 

Animal care and handling practice is going to be over the 
official Mexican code NOM-062-Z00-1999; with the 
understanding with the Facultad de Medicina Veterinaria y 
Zootécnica of the Universidad Veracruzana bioetic rules. 
Testing stage will be done in the Posta Zootécnica “Torreón 
del Molino” farm. 

IV. HARDWARE SYSTEM 

A. Temperature Sensors 

A semiconductor temperature sensor provides a transfer 
functions that is proportional to temperature on °K, °C or °F. In 
most applications, output signal supply a compare or an A/D 
converter to transform data temperature into a digital format. A 
silicon temperature sensor is an integrated circuit (IC) that can 
contain a circuit to process the signal and handle the cold 
junction compensation or linearization inside the same IC [5]. 

LM35 is a precision integrated-circuit temperature device 
with an output voltage linearly-proportional to the Centigrade 
temperature, does not require any external calibration or 
trimming to provide typical accuracies, temperature range is      
-55°C to 150°C. The device is used with single power supplies, 
or with plus and minus supplies. And it has a linear +10 mV/°C 
scale factor [6]. 

To observe the temperature sensor functionality, it was 
implemented a comparison between LM35 IC and a mercury 
thermometer, it was done with a gradual increase (Fig. 2). 

 

 

Fig. 2. LM35 and mercury thermometer lineal response. 

We can see that the sensor behavior is like expected with a 
lineal response, but there is an offset that was fixed with a 
digital adjust with a program on LabView™ (Fig. 3) . 
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Fig. 3. LabView program for LM35 characterization. 

Finally, after LM35 characterization the obtained data is 
shown on table 1 and lineal response on Fig 4. 

TABLE I.  TABLE TYPE STYLES 

DESIRED 

TEMPERATURE [°C] 

MERCURY 

THERMOMETER [°C] 

LM35 

CHARACTERIZED [°C] 

36 36.5 36.43 

39 39 38.39 

40 40.5 40.35 

43 43 42.31 

45 45 44.27 

47 47 46.33 

49 49 48.19 

50 50 50.15 

 

Fig. 4. LM35 characterized response. 

 

B. pH Sensors 

pH measuring is based on an electrode sensible to pH, a 
reference electrode and a temperature element. pH electrodes 
use a pH sensitive glass bulb that in contact with a solution 
produces a proportional potential to the pH in the solution. 
Reference electrode is designed to maintain a constant 

potential at any temperature and also to close the loop into the 
solution. The difference between pH potential and reference 
electrode proportionate a signal that is in millivolts range 
directly proportional to pH. Most of the pH sensors are design 
to produce 0mV in a 7.0 pH, with a slope of -59 mV/pH at 
25°C (Fig. 5) [7].  

 

Fig. 5. Theoretical behavior of a glass electrode. 

 A combined electrode has a concentric space surrounding 
the measuring electrode is filled with the reference electrolyte 
and contains the internal reference system. A diaphragm near 
the bottom of the electrolyte chamber serves as the junction 
between the KCL solution and the measured medium. As the 
reference electrolyte is a conductive medium, it acts as a screen 
to the measuring electrode. The search for a maintenance-free 
electrode assembly led to the development of the gel reference 
electrode which chamber is filled with 3 mol/l KCL electrolyte 
in gel form. The diaphragm is normally made from ceramic. 
The glass shaft is often reinforced with an outer plastic sleeve 
or the electrode shaft is made completely out of plastic [8]. 

 A combine electrode was used in this work due the biggest 
benefits; a combine electrode by Sensorex was purchased. Its 
main specifications are: SG200C model, 0-14 pH range, 
isothermal point at pH 7.0 to 0 mV, 12mm diameter, 150mm 
large, glass body and Ag/AgCl reference (Fig. 6). 

 

 

 

 

 

 

 

 

 

 

Fig. 6. SG200C combine electrode by Sensorex. 
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1) SG200C sensor characterization 
 

It is very important to mention that an elemental characteristic 
of the glass electrode is, that its impedance is in the range of 
10MΩ-100MΩ; for this reason it was selected to work with 
TL084 operational amplifiers due they have a input impedance 
in the order of 10 ˆ 12Ω. 

PH measuring was done with buffer solutions of pH4, pH7 and 
pH10. 

• High electrode impedance was mentioned before, for 
this reason the first stage is the impedance matching 
with an operational amplifier. A voltage follower 
configuration is typically used as a buffer to connect a 
source with high impedance to a low impedance load. 

 

Fig. 7. Impedance matching with voltage follower configurataion. 

• When working with electrochemical solutions, there 
are fluctuations in the potential and/or current, this 
situation added with a high impedance produce higher 
voltage noises. To solve this situation the next stage 
was to implement low pass filters in cascaded (Fig. 8), 
with a frequency of 10Hz. The first order active low 
pass filter was made with a resistor, capacitor and an 
operational amplifier.  

Cutoff frequency is determinate by 

 )2/(1 RCcf π=  (1) 

Based on the cutoff frequency of 10Hz and a resistor 
value of 10µF, the resistor value can be calculated as 

 Ω=== 54.1592))10)(10(2/(1)2/(1 FHzCfR c µππ  (2) 

The frequency dependence for the 3 low pass filters in 
cascaded is described in (3) 

 ))
33

1()
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1()
11

1/((1)( CjwRCjwRCjwRjwH +++++= (3) 

Making 
321

;
321

RRRCCC ====  

The implemented circuit is shown on Fig.8. 

Fig. 8. Low pass listers in cascade with a cutoff at 10Hz. 

• One of the combine electrode characteristic is the 
isothermal point is in pH 7.0 a t 0mV. For this reason 
the next stage is to calibrate this point at a pH buffer 
solution of 7.0. 

To set this adjust a differential operation amplifier was 
designed, with a potentiometer to adjust the isothermal 
point (Fig. 9). 

Fig. 9. Calibration system with a differential operational amplifier. 

The equation that describe the calibration system is 

 terpotentiomefilteradjust VVoutVout −=  (4) 

• Last stage consist on a voltage range fitting, to be in 
optimal conditions for a digital conversion, also to no 
saturate the operational amplifier the range is 
established on 0V to 4V. 

The transfer function for this stage is 

 ))16/12()12/11((14 RvVoutRRadjustVoutRrangeVout +−−=    (5) 

The implemented circuit is in Fig. 10. 
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Fig. 10. Fitting voltage range circuit. 

The obtained data in the last stage is shown on Table II. The 
actual measuring system whit the glass electrode presents an 
average sensitivity of 510 mV/pH. 

TABLE II.  OUTPUT VALUES AFTER FITTING CIRCUIT 

PH VOUT [V] 
4 3.672
7 2.013
10 0.611

 

C. Signal Digitalization 

Now that the signal is in optimal conditions, it can be 
introduced to an analog to digital converter. An ADC0804 was 
used, and it has a 8 bits resolution. ADC0804 configuration can 
be seen on Fig.11. Now the next step is to introduce digitalized 
signal into a microcontroller. 

 

Fig. 11. ADC0804 configuration. 

 

D. Bolus Design 

Bolus is a housing to protect the electronic system from the 
biochemical outside environment and also to give a mechanical 
support.  

The bolus design was made with LabView™ software, 
some of the parameters to consider are that inside diameter of 
the cannula is 10.8cm and the omasun conduct has a dimension 
of 20cm; for this reason for this design dimensions are 9.5 cm 
of diameter and 25cm of length. 

On the cover of the bolus a pocketing was done to facilitate 
the extraction of the bolus from the rumen inside. Sensors will 
be in contact with the outside environment through some holes 
around the walls cover. The inside is divided into four areas: 
two areas to place the sensors, a compartment to place the 
battery and the last one for all the electronic (Fig. 11).  

 

 

 

 

 

 

 

 

Fig. 12.  Bolus design with components distributions. 

V. MONITORIN SYSTEM DESIGN 

  The proposed user interface was designed with LabView™ 
software. In this interface processed data will be displayed in 
real time on a workstation (Fig. 13). 

 

Fig. 13.  Monitoring software design. 

The temperature data is on a range of 25°C to 45°C, for the 

pH data is on a range of 4.5pH to 7pH. 

The interface is devided on two sections: 

1) Monitoring data: start comunication, variable sensyng 

and information display. 

2) Storage data: the receveided data will be storage on a 

text file. 

 

VI. CONCLUSIONS 

 LM35 precision temperature sensor has an output voltage 
that is proportional to temperature in Celsius, with the main 
characteristic that it do not need external adjust, this point is 
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very important due the application is going to be inside the 
rumen. LM35 IC presented a good performance in the 
experimental testing; LM35 IC comparison with the mercury 
thermometer testing was also done in the laboratory with a 
regulated temperature increase. Results showed that the 
LM35IC follows the same response as the mercury 
thermometer.  

In the market there are two classifications for pH measuring 
systems: optical and electrochemical sensors. Optical sensor 
(indicator strips) have a low cost and do not proportionate a 
good precision. In the electrochemical sensors there are some 
with ISFET technology but the main problem is that they are 
very expensive; another sensor in this classification are the 
glass electrode  that are more often used in laboratory 
applications, with a lower cost than the ISFETs. After 
analyzing pH sensor and the purpose of this application, a glass 
electrode was the best option to be used.  The system has the 
size limitation, for this reason the best option in the glass 
electrode area is the use of a combine electrode which includes 
the electrode sensible to pH, a reference electrode and 
temperature elements. One disadvantage that this sensor 
presents is the high impedance, but it was resolved with the 
appropriate use of elements. On experimental testing combine 
electrode presented a slope of 46 mV/pH. 

Bolus had to be designed considering the environment where is 
it going to be placed, in this case rumen composition and 
dimensions. Bolus will be manufactured on a 3D printer with a 
polylactic acid (PLA) material that is biodegradable 
thermoplastic aliphatic polyester.  

For data transmission is it necessary to use a wireless 
technology; a RN-171-XV module was choose for this 
application, which use the 802.11 protocol, on field testing 
module presented an average transmission of 5.4 meters. 

A Microcontroller is proposed to be used for the data 
processing, the data acquisition board has to fit with the 
requirements of the applications like low power consumption, 
UART transmission and the most important with the 
appropriate size to fit in the electronic are in the bolus. 

Finally with this prototype design it will be possible to obtain 
data from the rumens inside behavior to support veterinarian’s 
research about cattle population´s ability against reduced 
thermal comfort environments. 
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Abstract—Embedded systems are becoming more and more 

popular in automation and mechatronics, giving more flexibility 

and “intelligence” to machines. It is well known that the 

fundamental unit in an embedded system is the central 

processing unit (CPU) or processor, then the performance of the 

system heavily depends on the processor capabilities. In 

mechatronics, the main system requirements are processing 

speed, flexibility, and low-cost; thus, field programming gate 

array (FPGA) devices seem to be a good choice. However, the 

FPGA world involves a knowledge curve that for some 

developments is too long. The option is to use an embedded 

FPGA processor to accelerate the development time. Although 

not all processors will meet the performance goals for the 

selected application, due to its internal architecture in most of the 

cases. This work presents the development of a new embedded 

processors the xQ116v0, this processor tries to close the gap 

between high performance and low-cost. The xQ116v0 is a 16 bit 

Harvard RISC processor with an improved architecture to keep 

the instruction latency at its minimum. The processor was 

developed in VHDL code, tested and implemented in FPGA, 

results demonstrate that the processor works properly by having  

a reduced resource use as low as 7% at 100MHz in a low-cost 

Spartan 6® device. 

Keywords—FPGA; embedded processor; pipeline; minimum- 

latency 

I. INTRODUCCION 

In the embedded systems world, there are plenty of 
processors options, even for target-specific FPGA embedded 
processors there is an abundance of them. This variety is 
probably because embedded processors overcomes most of the 
complexity involved in the low-level digital design. By 
integrating an embedded processor core and some other special 
purpose cores, e.g.: I2C, DDR, PWM, among others, the 
product time-to-market is reduced [1]. In addition, the designer 
programming expertise is exploited, reducing their training 
effort to learn a new hardware description language (HDL) 
such as VHDL or Verilog. Popular embedded processor cores 
are: 68HC08®, 8051®, PIC16F84®, picoBlaze®, microBlaze®, 
Nios II®, LEON, SecretBlaze among others; the first four are 
8 bits and the last four are 32 bits. Embedded 16-bit processor 
cores like: C16 [2], Caxton Foster's Blue [3], and some 

academic endeavors [4-10] are also available. Most of 
embedded processors are not designed specifically for FPGA; 
however, they are synthesizable but utilize many FPGA 
resources. In the case of embedded processors like picoBlaze® 
and microBlaze® from Xilinx and Nios II® from Altera, they 
have an FPGA optimal architecture but they are fixed to their 
vendor devices. Nevertheless, processors like LEON3 [11] and 
SecretBlaze [12] are specially designed for FPGA and make an 
optimal FPGA resource usage in a vendor independent 
philosophy but for some low-cost applications those processors 
are quite expensive in area. Although, there exist a vast amount 
of options in processors, it is difficult to select a low-cost and 
high performance processor for applications in mechatronics 
[13] due to its requirements, for instance low latency in the 
interruption service and low latency in data bus accesses. Most  
of high performance processors are targeted to multimedia 
processing that promote processing speed over interrupt 
handling. While low-cost processors are only for academic or 
didactic purposes. There is not an option of a processor 
targeted for mechatronics, thus the challenge is to develop a 
processor within a good balance between performance and 
low-cost resource utilization in a didactic design way. 

This article presents the development of a new processor 
with an improved architecture that reduces the latency in the 
processor pipeline giving high performance at a low-cost. In 
addition, this new processor is specially designed for low-cost 
FPGA platforms. 

II. PROCESSOR ARCHITECTURE 

A. Embedded System Architecture 

There are many types of system architectures seen from 
different points of view [13]. However, from the hardware 
point of view it is common to represent the system as blocks 
that are interconnected via a dedicated bus, as depicted in 
Fig. 1. 

Fig. 1 shows a common hardware architecture for an 
embedded system that consist on a central processing unit 
(CPU), a memory handler (MMU), a bus interconnection, and 
many peripheral units. The CPU is the essential core of the 
system, because it is in charge of the program execution.  

This work was partially funded by Universidad Autónoma de Querétaro, 
FOFI-UAQ 2013, Project number FIN201424. 
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The MMU block controls the information access  
(instructions and data) contained in memory for the process. 
The bus interconnection is used to transfer data from one 
module to another. Finally the peripherals are dedicated 
modules that perform ad-hoc tasks depending on the 
application of the embedded system such as: storage, digital 
signal processing (DSP), data acquisition, among others. 

This work is centered in the operation of the CPU unit; 
from this perspective, we apply some constraints to the system 
to make it simpler and cost-effective. First, the CPU is a 
reduced instruction set computer (RISC) processor with a 
Harvard architecture. Second, the memory model uses virtual 
memory-addressing which requires the MMU unit to decode 
the address to a physical address. Third, the MMU shall 
contain two separate caches: instructions and data. Those 
restrictions aim to isolate the processing task of each unit in the 
system to increase the parallelism and improve the overall 
performance.  

The performance on a processor is often measured in peak 
or average number of operations executed per second, in units 
of millions of instructions per second (MIPS).  One way to 
improve the performance of a processor is to increment the 
main clock frequency, but physical devices have very strict 
limits due to the signal propagation time over semiconductors; 
thus, maximum frequency heavily depends on the 
semiconductor  manufacturing process that is beyond the scope 
of this work. Other way to improve the performance of a 
processor is designing a hardware architecture that uses 
parallelism whenever possible. Earlier processor architectures  
used a sequential structure while modern ones use a pipelined 
structure. As an example in Fig. 2a, the process of each 
instruction is performed sequentially,  for each instruction four 
stages are computed sequentially: writes back the result of the 
previous instruction, fetches the next instruction, decodes the 
current instruction, and executes the current instruction. 
Processors such as Microchip PIC16 family [14] use a 
sequential approach that takes 4 clock cycles for each machine 
cycle, most of the instructions are executes in one or two 
machine instructions. Another example is the Intel 8051 [15] 
that takes 12 clock cycles per machine cycle, each instruction 
takes one or two machine cycles to execute. On the other hand, 
the pipelined architecture processes all stages concurrently one 
instruction per stage, ideally processing one instruction per 
each clock cycle, see Fig 2b, the number of stages at the 
pipeline is named pipeline depth. Modern processors such as 

ARM Limited Cortex A8® [16] have a pipeline depth of 13 
stages. Some embedded processors such as Nios II® [17] and 
MicroBlaze® [18] that have a pipeline depth of 5. Processor 
pipelining have some performance benefits but also have some 
drawbacks: in deeper pipelines the latency (number of cycles 
that takes to process an instruction from the first to the last 
stage) is increased, if the next instruction requires some data 
that have not been processed the pipeline shall halt to avoid 
unexpected results. Those mentioned problems impacts the 
processor performance mainly when the program executes 
jumps. 

The main benefit in using a pipelined architecture is the 
throughput improvement, as seen in Fig. 2, while a sequential 
architecture at seventh cycle finishes instruction 1, the 
pipelined have completed instruction 3. However, in a jump 
instruction (branch), the flow of the program changes, so the 
pipeline shall be cleared (flush) introducing latency stages 
(miss). Modern processors use branch prediction algorithms in 
order to reduce the miss rate; nevertheless, those algorithms are 
complex and for low-cost processors are unaffordable. Thus, 
the alternative is to reduce the pipeline depth to reduce the 
latency, this requires a processor that implements a compact 
and efficient structure. 

B. Internal architecture 

This work presents a new processor (xQ116v0), this has a 
16-bit Harvard RISC architecture which uses a pipeline of 3 
stages: fetch, execute, and write. As mentioned, the reduction 
in the pipeline depth reduces the latency, even so the challenge 
is to perform all calculations on time and orderly. The diagram 
of Fig. 3 shows the internal architecture of the processor. As 
shown in Fig. 3, the pipeline has three stages delimited by 
dashed lines that represent flip-flop (FF) registers. The fetch 
stage increments the program counter (PC) to get the next 
instruction from the program memory. At the same time, it 
selects the register address to be read calculations. The execute 
stage performs the arithmetic-logic operations in the 
arithmetic-logic unit (ALU) and sets the virtual address for the 
data bus. The write stage saves the result value in the 
destination register. 

 
Fig. 1 Embedded system architecture diagram. 

 
Fig. 2 CPU processing approaches: a) sequential and b) pipelined. 

170



The proposed processor architecture separates data and 
control paths. Data path gathers ALU, registers, and data 
routing. Control path includes PC, address generator (AG) unit, 
and bus control signals: read (RD) and write (WR). This 
processor does not have a decode stage because its instructions 
are decoded on each stage according to a special instruction 
encoding that simplifies the task. 

The data path performs operations on the ALU with the 
source operands A and B, source operands are selected 
depending on the instruction by the routing multiplexers 
(Mux). The registers load the ALU result or a literal encoded in 
the instruction or data from the bus (Di). A special routing 
multiplexers (Bypass mux) were introduced to handle hazards 
when the current instruction needs a result that is not available 
yet. In addition, this processor keeps a hardware stack to speed 
up the context saving process in function calls. 

The control path handles data and instruction addresses 
buses, data address is created by the content of a register and 
the block segment contained in the instruction; where the 
program counter is automatically incremented or loaded from a 
register in the jumps.  

C. Instruction set 

The xQ116v0 is a RISC processor with only 31 instructions 
that executes in a single clock cycle. Instructions are divided 
into four groups: control operations, register operations, 
load/store operations, and literal operations, as indicated in 
Table 1. 

Instructions in Table 1 have different parameters, each 
parameter is properly decoded in the corresponding pipeline 
stage, e.g. control operations are decoded in the first stage of 
the control path, see Fig. 3. Note that each instruction have a 
unique identification sequence on the most significant bits 
named operation code (opcode). In addition, some instructions 
have option code, e.g. register operations have 4-bits option 
that are decoded by the ALU, Table 2 shows the complete set 
of options for arithmetic and logic operations. 

 

The ALU supports only integer operations, floating point 
operations should be handled by software routines or by a 
hardware floating point co-processor. 

The instruction set encoding was specifically designed to 
use  a minimum of decoding resources on each pipeline stage, 
where all registers are orthogonal on behalf of simplicity. 

 

III. INSTRUCTION EXECUTION PROCESS 

This section presents a detailed explanation regarding the 
way that the processor executes a code segment and the 
implications of latency. 

To make this explanation didactic we have selected a 
simple algorithm that computes the first ten numbers of the 
Fibonacci sequence: 1,1,2,3,5,8,13,21,34,55. This sequence can 
be expressed as in (1), where the next value is the addition of 
the two previous values in the sequence. 

 fn = fn-1+fn-2 

Table 2 ALU option instruction encoding. 

Description Mnemonic Option Status Operation 
Addition ADD 0000 Z,C R = A + B 
Carry-in addition ADDC 0001 Z,C R = A + B + C 
Subtraction SUB 0010 Z,C R = A - B 
Borrow-in sub. SUBC 0011 Z,C R = A - (B+C) 
Bit-wise AND AND 0100 Z R = A & B 
Bit-wise OR OR 0101 Z R = A | B 
Bit-wise XOR XOR 0110 Z R = A ^ B 
Bit-wise NOT NOT 0111 Z R = B' 
Copy register MOV 1000 Z R = B 
Multiply low-byte MULT 1001  R = A_l * B_l 
Shift right SHR 1010  R = A→B_n  
Shift left SHL 1011  R = A←B_n 
Compare CMP 11-- L,E,G CMP(A,B) 

 
Fig. 3 Internal architecture and pipeline for the xQ116v0 processor. 

Table 1 Instruction set groups. 

Description Encoding 
Control operations 

No operation 0000000000000000 

Status register 000001p-----aaaa 

Interruption handing 00001ppp-------- 

Cache control 0001ssssbbbbpppp 

Jump/call 001kkpppffffaaaa 

Register operations 
Register to register 010-ppppbbbbaaaa 

Literal to register 011-ppppkkkkaaaa 

Load/store operations 
Load from memory 100pssssbbbbaaaa 

Store to memory 101pssssbbbbaaaa 

Load literal 
Load literal to register 11pkkkkkkkkkaaaa 

  

a : register A address s : memory segment 
b : register B address k : constant 
p : instruction option - : do not care 
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Fig. 4 shows the C-code and its equivalent assembly and 
machine code for the iterative algorithm in the calculation of 
the Fibonacci sequence. 

Machine code is very difficult to follow by humans, for this 
reason a high-level tools have been developed to make 
affordable the programming of computers. The process to 
translate a C-code expression to its equivalent assembly code is 
performed by a compiler, then another tool converts assembly 
code into machine code that can be directly executed in the 
processor. In Fig. 4 row spacing was inserted to show the 
equivalence in the three formats. In the machine code segment 
of Fig. 4, the first datum represents the address separated by a 
colon and then the instruction code in hexadecimal 
representation. 

 When the processor executes a code segment, it is first 
loaded in the I-Cache, then the fetch stage loads the instruction 
and starts the process depicted in Fig. 2b. As example, the code 
execution sequence  in Fig. 4 is shown in Fig. 5. 

The execution sequence of Fig. 5 shows a time diagram to 
represent instructions execution for the Fibonacci algorithm. 
Fig. 5 is structured as follows, the upper region shows the 

current clock cycle and the instruction address (PC), the 
instruction is ready one clock cycle after PC sets. The left 
region of Fig. 5 shows the instructions in its execution order 
instead of in the program order as in Fig. 4. The main area of 
Fig. 5 shows the pipeline status at each clock cycle, there are 
some marks around the pipeline status that indicates 
abnormalities in the natural flow of the program that will be 
discussed in detail. 

To begin with, instruction 0 loads a literal straight to the 
register r0, in spite of this the desired value in the register is 
obtained at  cycle 2 on the third clock cycle due to initial 
latency in the pipeline; meanwhile, instructions 1 and 2 are 
loaded in the pipeline. In processors with a deeper pipeline the 
initial latency increases with pipeline depth so the proposed 
processor reduces the latency to only 2 clock cycles. When the 
processor tries to execute instruction 3, the first hazard arises, 
because instruction 2 has not finished writing register r3 when 
the instruction 3 request this value for the comparison; so the 
result of the ALU is directly fed through the bypass mux 1 of 
Fig. 3 giving the correct result. In the execution of instruction 6  
happens the same as in instruction 3 and same solution is 
applied. On the other hand, at the execution of instruction 8 a 
different hazard is reached when this instruction needs the 
value of r2 processed by instruction 6. In this case the value is 
properly written on register r2 at cycle 10 but the F8 stage 
takes place at cycle 9, thus a bypass mux 2 must be used to 
solve the problem. In the execution of instruction 10 an 
unconditional jump backward is performed, the instruction 
jumps back 7 instructions to instruction 3 making the 
comparison of r3 again. If the comparison result is false, then 
the instruction 4 performs a forward jump of 7 instructions to 
instruction 11, terminating the for loop. When a jump is taken a 
bubble is generated because fetched instructions must be 
flushed. This jump latency is only 2 clock cycles long for the 
xQ116v0 processor, for processor such as Nios II® with a 
pipeline depth of 5 the jump latency is 4 cycles and for ARM 
Cortex A8® with a pipeline depth of 13 is 12 cycles.  

IV. TEST AND RESULTS 

The proposed processor xQ116v0 was implemented in a 
VHDL code based on the architecture of Fig. 3, then it was 

 
Fig. 4 C-code and its equivalent assembly and machine code for 

Fibonacci algorithm. 

 
Fig. 5 Execution sequence for the Fibonacci algorithm. 
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implemented in FPGA. It was verified using the AldecHDL® 
simulator and implemented using the Xilinx ISE® platform in 
two Spartan devices. The processor test was performed by 
using the Fibonacci algorithm discussed in the previous 
section. 

A. Simulation test and results 

The processor simulation was done by a test bench  
described in VHDL with the program generated by the 
assembler for the Fibonacci algorithm of section III. 

The simulation result shown in Fig. 6 presents the complete 
execution for the 10 iterations of the Fibonacci algorithm that 
is completed in 2,200 ns by using a 50 MHz clock, giving a 
final count of 110 machine cycles. The lower half of Fig. 6 
presents a zoom for the region from 0 ns to 500 ns for a better 
visualization of the simulation test. The Fig. 6 shows the 
following signals: reset (RST), clock (CLK), chip select (CS), 
the program counter (PC), the pipeline content (IP0, IP1, and 
IP2) and the content of registers 0 to 3. The RST and CLK 
signals work as usual for a digital system, CS when goes low 
the processor stops and when goes high the processor starts. In 
the pipeline the IP0 corresponds to the fetch stage, the IP1 
corresponds to the execute stage, and the IP2 corresponds to 
the write back stage. Register content correspond to the 
variables assignation given by the compiler, r0 to i, r1 to j, r2 to 
f, and r3 to k. 

There are some things to note in Fig. 6, first we must be 
sure that the algorithm does computations successfully, take a 
look to the register 2 aka f , it contains the right sequence for 
the Fibonacci series; thus, the algorithm execution is well done. 
Second, we check if the process is completed in the expected 
number of cycles, from Fig. 5 we see that the code inside the 
for loop is repeated 10 times since this code takes 10 
instructions giving a total of 100 cycles plus the 3 initial and 
the last 5 instructions giving a total of 108 cycles plus 2 latency 
cycles to complete the execution in the pipe, giving 110 cycles 
for a total computation, at 50 MHz it lasts 2,200 ns. Comparing 
with the simulation result on Fig.6, it takes 2,200 ns to 

complete computations, thus execution time is right. Third, 
there are some interesting points to observe: just after taking a 
jump, a bubble is generated and propagated through the 
pipeline as expected. Another is that a transitory datum is 
loaded in f when bypass 2 is activated because the correct data 
was fed-backed  by the FF in front of bypass 2 in Fig. 3. In 
addition, mark M1 indicates the moment when instruction 2 is 
executed and the result of instruction 1 is written in register 1. 
The mark M2 indicates the moment in which a jump is taken 
changing the PC to 3 instead of the default PC+1, at the same 
time in which the jump is taken, a bubble is generated taking 2 
cycles to complete. 

Since bubbles are used to avoid the execution of miss 
prefetched instructions they, also represent a performance 
penalty due to its consumption of time. In the execution of the 
example code on Fig. 6 the entire algorithm uses 110 cycles 
and every iteration produces a bubble, this is 20 clock cycles of 
NOPs that represents the 18% of execution time. In processors 
with a deeper pipeline the problem grows, thus is a common 
practice in many processors to implement a branch prediction  
logic to reduce the time processing NOPs due to pipeline 
flushes. In the developed processor an optional simple branch 
prediction algorithm was also implemented to reduce the 
latency of unconditional jumps from 2 cycles to 1 cycle, this 
reduction means the introduction to only 12 bubble cycles for 
the entire process, using only the 11% of the computation time 
in NOPs instead of 18%; additionally, the total time was 
reduced to 2 us. 

B. Implementation results 

The new developed processor was implemented in FPGA 
to check the proper instantiation of logic blocks from the 
VHDL code to the FPGA netlist. In addition, the 
implementation results are compared with another two 
processors of the same family, previously developed xQ16v3 
in [19] and xQ16v7 in [20], those are proprietary processors. 
By using the Xilinx ISE® 14.4 the three processors were 
implemented in two FPGA devices one Spartan 3E 
(XC3S500E) and one Spartan 6 (XC6SLX16). The aim of 

 
Fig. 6 Simulation result for the Fibonacci algorithm. 
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using this two devices is to find out if there is a real 
performance improvement with the same architecture. The 
implementation results are shown in Table 3, where the 
percentage of device use is reported as well as the maximum 
frequency reached and the performance peak. The percentage 
of use refers to the number of occupied slices in relation with 
the total number of slices present in the device.  

The maximum frequency in FPGA devices changes in 
every design because this is constrained by the longest 
combinatorial path in the design plus the routing resources 
used. Then a good design implies a balances between 
combinatorial and sequential logics to allow largest 
frequencies. And finally, since the three compared processors 
use similar instruction sets, a performance comparison is also 
shown, measured in MIPS. 

 

The results in Table 3 show that the processor with lowest 
resource use is the xQ16v3 for both devices, but it is a small 
processor, it is limited to handle 1k of program memory, which 
for many applications is insufficient. The xQ16v7 is a bigger 
processor than the xQ16v3, but it uses more than the double of 
resources; in addition, each instruction takes 2 clock cycles 
bringing a performance reduction. The new developed 
xQ116v0 use fewer resources than the xQ16v7 but thanks to its 
pipelined architecture, it reaches the highest performance in 
both devices. Although, the xQ116v0 is a 16 bit processor 
which has similarities with other popular FPGA 32 bit 
processor cores like Altera Nios II® [17] and Xilinx 
MicroBlaze® [18] in area and performance within equivalent 
devices, the main advantage of the xQ116v0 is its vendor 
independency. The xQ116v0 is a low-cost processor because it 
occupies a small area, since the price of the tested FPGA 
devices is below $30.00 USD a 7% gives an approximate cost 
of $2.10USD by the used area. However, there is another 
associated cost that should be considered in an embedded 
system design and implementation but they are beyond the 
scope of this work. 

V. CONCLUSIONS 

This work presents a new embedded 16-bit processor 
(xQ116v0) for FPGA with an improved architecture to reach 
high performance at low-cost. This paper gives a general 
overview about the way in which a processor works, discussing 
some common problems in the processors design world. With 
the intention of making a didactic approach to the processor 
design world, it was selected a simple example based on the 
Fibonacci algorithm to illustrate the latency problem and 
hazards in the pipeline architecture. As a result, it was 
demonstrated that the xQ116v0 has a minimum latency of 1 or 
2 cycles, depending on the optimization level, compared to the 
4 to 12 latency cycles in common processors [15-18]. In 
addition, the FPGA implementation results yield a high 

performance and a low resource use of the processor, making it 
an option for low-cost embedded systems. Nevertheless, to 
provide a complete platform further work should be done, for 
instance, tools for compiling, optimization, simulation, etc.; 
those tools are currently under development. In conclusion, the 
xQ116v0 processor is a new vendor independent which is a 
high performance option for FPGA embedded designs.  
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Abstract—The fundamental frequency accurate estimation
is an important concern since the value allows the correct
assessment of the structure behavior during an earthquake.
Unfortunately, the value obtained with the formulas provided
by current construction codes differ to the one obtained by
using an experimental approach, leading to the necessity of
exploring other alternatives. Since the measurements of real-life
structures are noise-contaminated, signal processing techniques
should be able to process the signal without affecting the
frequency estimation. In this article, a fusion of the well-known
RDT and FFT algorithms is proposed in order to estimate the
fundamental frequency of civil structures. The methodology
is tested using a synthetic signal and real-life measurements
in order to find out its accuracy and performance. Thanks
to its low computational burden, an FPGA implementation is
developed to offer a low-cost and a system-on-a-chip solution.
The results obtained show that the methodology has a great
accuracy since the maximum error is 2% from the theoretical
value.

Keywords-RDT; FFT; FPGA; Fundamental frequency esti-
mation; Civil structures;

I. INTRODUCTION

The fundamental frequency or period is an important

value of the civil structures since it allows assessing its

behavior during an earthquake and designing a suitable

structure capable of having a better adaptation to the motion

caused by external forces [1]. Further, its calculation can

be used to implement a structural health monitoring (SHM)

scheme in an online way.

Current constructions codes such as ATC (1978), BSSC

(2003), CEN (2005), NZSEE (2006), and ASCE (2010)

provide empirical expressions for the fundamental period

This work was supported in part by the National Council on Science and
Technology (CONACYT). Mexico, under Scholarships: 289377, 229795,
and 289369.

calculation; however, the results obtained by these usually

differ from the ones calculated using the structure experi-

mental data [2]–[4]. This divergence motivates the utilization

of other approaches for the aforementioned estimation. To

this purpose, strategies based on the use of analytic models

(e.g. Finite Element Model, FEM) have been used [5]–

[7]; but, a calibration procedure is usually required [7],

leading to the utilization of signal processing techniques in

order to obtain experimental results. One promising signal

processing technique is the multiple signal classification

(MUSIC) as it has provided noticeable results in other areas

such as electrical machine diagnosis [8], and the structural

health monitoring in civil engineering [9] since the technique

has excellent capabilities when dealing with noisy signals.

However, the technique computational burden is high [10],

limiting its utilization in real-time or online applications.

Hence, other schemes must be explored in order to achieve

similar results to the ones obtained with the MUSIC al-

gorithm but using algorithms with a lower computational

burden. For instance, the well-known Fast Fourier Transform

(FFT) can be used; but, its capabilities are degraded when

noisy signals are processed [10]. Therefore, before using the

FFT a pre-processing stage is necessary to filter the signal.

To this purpose, the Random Decrement Technique (RDT) is

a simple but effective technique used for filtering raw sensor

measurements employing statistical properties [11] with a

minimum computational burden, allowing its utilization in

real-time and online applications. Hence, its use should be

explored.

The contribution of this work is to present a methodology

for the estimation of the fundamental period based on

the fusion of the RDT and FFT algorithms, having the

advantage of a lower computational burden than MUSIC

algorithm. Another contribution is the implementation of
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the proposal in a Field Programmable Gate Array (FPGA)

in order to offer a low-cost and a system-on-a-chip (SOC)

solution for the online estimation of the fundamental period.

The proposed methodology is validated through a synthetic

signal with high-level of noise. Moreover, the methodology

implementation is tested using real-life measurements of a

Reinforced Concrete (RC) highway bridge located at San

Juan del Rio, Queretaro. The results show that proposed

methodology can estimate the natural frequency with high

accuracy.

II. THEORETICAL BACKGROUND

This section introduces the techniques used in the pro-

posed methodology.

A. Fast Fourier Transform (FFT)

The FFT algorithm is an efficient way to calculate the

Discrete Fourier Transform (DFT), as its forward calculation

requires N2 multiplications, whereas the FFT requires only

Nlog2(N) operations (where N is the number of points of

the analyzed signal) [12].

The DFT operation procedure is defined as:

X[k] =

N−1
∑

n=0

x[n]e−j2πnk/N (1)

Rewriting (1) leads to:

X[k] =
N−1
∑

n=0

x[n]Wnk
N (2)

From (1), it is easy to conclude that the same values of

Wnk
N are calculated several times as the DFT calculation is

carried out. By using the symmetric property of the twiddle

factor [12], the DFT computation can be efficiently done by

changing (2) as follows:

X[k] =

N

2
−1

∑

r=0

x(2r)W 2kr
N +

N

2
−1

∑

r=0

x(2r + 1)W
k(2r+1)
N (3)

By simplifying the indices inside both sums and rearranging

the last term, (3) is expressed:

X[k] =

N

2
−1

∑

r=0

x1(r)W
kr
N/2 +W k

N

N

2
−1

∑

r=0

x2(r)W
kr
N/2 (4a)

X[k] = X1(k) +W k
NX2(k) (4b)

Therefore, an N-point DFT can be obtained from two

N/2 − 1 samples transforms: one on even input data, and

the other one on odd input data.

B. Random Decrement Technique (RDT)

The Random Decrement Technique (RDT) is a method

that uses environmental excitation responses to obtain the

free response from the raw response measurements. The

algorithm considers that the random response of any me-

chanical structure is composed by a random part and a

deterministic part. By averaging enough selected responses

with a common initial condition a, the random part is

removed, allowing its utilization as a filter; hence, the result

is the deterministic part associated to the free-decay response

[13]. This response is known as Randomdec signature. The

RDT vector is obtained as follows:

δ(τ) =
1

N

N
∑

i=1

y(τ + ti)

∣

∣

∣

∣

∣

y(ti)=a

(5)

where y(t) is a measurement from the response signal x(t)
at the time instant ti, which satisfies the triggering condition

a; N is the number of the triggering points obtained, and τ
is the time variable. The used trigger condition is the level

crossing condition, a, and is expressed mathematically as

follows [14]:

a =
√
2σx (6)

where σx is the measurements standard deviation. In order

to illustrate the process used for obtaining the Randomdec

Figure 1. Procedure for obtaining the Randomdec signature.
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signature, a graphical representation is shown in Figure 1.

The process starts using any signal (depicted at the top of

the image, with a blue line). Then, the trigger condition,

expressed by (6) is calculated and illustrated with the red

trace. Next, the samples that accomplish with the trigger

condition are located (in this case 13 samples are located,

numbered in the figure from 1 to 13). Then, starting from

each sample located, a segment or batch of the signal is

extracted as shown in the bottom part of the aforementioned

figure (512 or 1024 points after each sample located is

recommend since it allows generating the best results [14]).

Finally, all estimated segments are averaged using (5).

III. METHODOLOGY IMPLEMENTATION

The proposed methodology is depicted in Figure 2. It is

based on three steps: (1) the structure dynamic response is

measured, (2) the model is estimated using the data acquired,

and (3) a comparison between the different models responses

is performed.

A. RDT Implementation

Recalling from the theory presented in section II, a batch

of raw measurements are required in order to calculate the

Randomdec signature (or the free damped response). To this

purpose, a dual port Random Access Memory (RAM) is used

to store the samples. Since (6) uses the batch of samples

standard deviation to calculate the trigger condition for

extracting the trigger points, its value has to be calculated.

The aforementioned calculation also requires the mean of

the batch. Once they are calculated, the threshold value

is estimated, allowing the Randomdec signature estimation.

This procedure is executed as follows: when the actual

sample value is grater or equal to the threshold one, the

next N samples are added arithmetically with the contents

of a RAM (whose size is N ). The results update the RAM

and the aforementioned procedure continues until the batch

of data is revised entirely. It should be remarked that if the

number of available samples is less than the size selected

for the Randomdec signature, the missing positions are filled

with zeros in order to avoid a possible miscalculation. Once

the entire batch is processed, the contents of the N -sized

RAM are arithmetically divided with the number of trigger

points founded

B. FFT Implementation

The FFT implementation is made by means of the radix-4

butterfly algorithm presented in [15]. This approach uses a

pipelined structure in order to achieve the maximum process-

ing speed. Once the Randomdec signature is calculated, the

FFT algorithm to obtain its spectrum, which is transferred

to a Personal Computer (PC) by using the Universal Serial

Bus (USB) protocol, in order to visualize the calculated

spectrum, and therefore, show the fundamental frequency.

IV. EXPERIMENTATION AND RESULTS

In this section, the validation of the proposed methodol-

ogy is presented and its performance is tested using real-life

measurements from a RC bridge.

A. Validation

In order to validate the proposed methodology accuracy,

a synthetic signal, representing the free damped response of

a 3-DOF system, is used:

s(t) =
3

∑

i=1

Aie
−2πζifit sin (2πfdi

t+ θi) + n(t) (7)
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where Ai is the amplitude, θi is the phase angle, fi is

the natural frequency, ζi is the damping ratio of the ith
frequency, and n(t) is a sequence of white noise. This signal

is composed of a fundamental frequency f1 = 2 Hz, and

two additional with values of f2 = 5, and f3 = 7 Hz,

respectively. Further, the damping ratio for the fundamental

frequency is ζ1 = 0.8%, whereas for the others are:

ζ2 = 1.0%, and ζ3 = 0.5%, respectively. Besides, the

following parameters are chosen: amplitude Ai = 1.0, and

a phase angle θi = 0 for i = 1, 2, and 3. Finally, a sampling

frequency of 100 Hz within a period of 10 seconds is used,

obtaining 1000 samples. A high-level noise with a Signal-to-

Noise Ratio (SNR=1dB) is used to approximate the signal

to a real-life condition.

Once the signal is built, it is analyzed with the proposed

methodology. The number of points, N , used for the Ran-

domdec signature, is set to 512. On the other hand, the FFT

uses also the same vector for its calculation. Figs. 3a and

3b show the analyzed signal and its spectrum, respectively,

whereas Figs. 4a, 4b, and 4c depict the original signal

without noise, the noisy signal (SNR=1dB) and filtered

signal using RDT method, respectively. From these figures,

it is possible to observe that the RDT method is a useful

tool to eliminate the noise in the signal.

B. Experimental Setup

The methodology implementation is carried out in a

Xilinx Spartan 3EXC3S1600 FPGA proprietary platform

running at 48 MHz. Table I summarizes the used resources

for its implementation. In the case of the RDT implemen-

tation, a 1024-vector is used, whereas the FFT algorithm

implementation uses 1024 points. On the other hand, the

experimental setup consists of a PC that transfers, using the

USB protocol, a batch of raw ambiental measurements from
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Figure 4. Results obtained using the validation signal, (a) synthetic signal,
(b) amplitude spectrum.

a RC bridge located at San Juan del Rio, Queretaro. The

aforementioned bridge is used for both highway traffic and

pedestrians (depicted in Fig. 5a). The structure is excited by

wind and traffic. Its response is online monitored through a

tri-axial accelerometer mounted in the middle of the bridge,

as shown in Fig. 5b, using a sampling frequency of 100

Hz during 600 s. The sensor is located in the metallic

protection in order to secure its position. Further, as the

metallic protection is part of the structure, the sensor can be

placed in, allowing monitoring of the structure fundamental

frequency. It should be noticed that trafc load induces mostly

vertical vibration of the bridge; hence, only the data from

the accelerometer in the vertical direction is used in the

analysis [17]. Once the fundamental frequency is estimated,

the results are transferred to the PC by the aforementioned

protocol. Figs. 6a to 6c show the recorded responses, the

filtered signal, and its spectrum, respectively.

C. Analysis and Discussion

Regarding the validation stage, despite the high level of

noise added to the signal, the obtained spectrum (depicted

in Fig. 3b) shows clearly the three frequencies of the signal

without any other spurious peak. Table II resumes the

detected frequencies and the relative error, demonstrating the

proposed methodology high accuracy since the maximum

error is about 2%, which is desirable for natural frequencies

identification [16]. On the other hand, the results obtained

Table I
FPGA RESOURCE UTILIZATION

Resource Xilinx Spartan 3E XC3S1600E

Logic Cells 16736/29504

18× 18 Multipliers 4/36

BRAM 2/36
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Figure 5. Experimental Setup, (a) analyzed RC bridge, (b) Sensor
Location.

from the ambient response also show a clean spectrum,

allowing a visual identification of the fundamental frequency

without any confusion. Moreover, the RDT filtering prop-

erties are demonstrated, as the original and filtered signals

(shown in Fig. 4) are remarkable similar, despite the level of

noise added to the original signal, which limits the accurate

estimation of its amplitude.

A comparison between the RC bridge fundamental fre-

quency obtained with the proposed methodology and other
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Figure 6. Results extracted from the raw ambiental response, (a) measured
signal, (b) free damped response, and (c) amplitude spectrum.

Table II
NATURAL FREQUENCIES EXTRACTED

Frequency Proposed Methodology Relative Error (%)

F1 = 2 Hz 1.96 2.04

F2 = 5 Hz 5.078 1.54

F1 = 7 Hz 7.031 0.44

approaches is shown in Table III, where the proposed

methodology accuracy is validated since the results obtained

are quite similar to the ones obtained in [17]; further, its

computational burden is lower than the other approaches

presented, allowing an online operation.

Regarding the FPGA implementation, it should be noticed

that the proposed methodology executing time is about 5

ms whereas the PC time execution is about 175 ms; that

is, the FPGA implementation executes 35 times faster than

its PC counterpart. This speed up is possible thanks to the

proposed methodology simplicity and the inherent features

of a FPGA implementation: parallelism and distributed pro-

cessing. Moreover, this time execution also might allow a

real-time operation, as the sampling rate is commonly used

at 100 Hz or less; nonetheless, since RDT uses a batch of

data, only the online operation of the proposed methodology

is achievable

V. CONCLUSIONS

his article presents a methodology based on the fusion

of the well-known RDT and FFT algorithms to estimate the

fundamental frequency of civil structures. First, RDT is used

to filter the signal and obtaining the free damped response

(or Randomdec signature) of the batch of raw measurements;

then, FFT is applied to the Randomdec signature to estimate

the fundamental frequency. The performance and accuracy

(as shown in tables II and III) of the proposed methodology

is demonstrated trough the analysis of a synthetic signal

and the measurements of a RC bridge, where the maximum

error is about 2%, which is within the limits of an accurate

frequency identification [16]. Moreover, thanks to the lower

computational burden than other approaches [17], and the

inherent parallelism of a FPGA, its online operation is

demonstrated. This approach can be used in further structural

health monitoring (SHM) schemes for an online condition

assessment and structural control approaches.
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Abstract— The automation has improved and increased 

considerably not only in industrial production, but is also present 

in conducting scientific experiments as part of teaching and 

research. The aim of this work is the study of the production of 

single photons with orbital angular momentum (MAO), quantum 

interference of photons with orbital angular momentum and 

their spatial distribution (spatial entanglement) with orbital 

angular momentum. The electronic project is to produce this 

type of patterns in an automated manner and build a detection 

system with quantum efficiency for studying counts and spatial 

correlations of photons with different angular momenta. With an 

array of five detectors, we are obtained five electrical signals -2.-

1, 0, +1, +2, and we could analyze the photon correlations with 

orbital angular momentum. Moreover, the study of these photons 

with MAO involves trying to understand how a particle can 

propagate with a certain helicity and not a wave.. The 

experiment consists of an optoelectronic arrangement, which is 

generating beams Laguerre-Gauss (LG) via holograms (or 

gratings of diffraction) produced by computer, when this grating 

is illuminated with a beam of plane waves is generated, a first 

order the intensity and phase pattern that is required, in 

particular, to produce a grid Laguerre-Gauss (LG)  a fork 

grating  is required. This paper presents the design, development 

and implementation of a data acquisition system (SAD) via Wi-

Fi, which consists of hardware, firmware and application 

software and characterize a detection system with quantum 

efficiency and to study counts and spatial correlations of photons 

with different Orbital Angular Momentum. Also, design and 

implement three Cartesian robots linear and also using in the 

axis X a piezoelectric motor with high accuracy. 

 

Keywords— Quantum optics, Orbital Angular Momentum, 

Electronic design, mechanical engineering, Software & Hardware, 

Wi-Fi, FPGA, AHDL programming, system data acquisition, 

control, robotics, Mechatronics. 

I. INTRODUCTION  

The manipulation of individual atoms and photons 
represents a technological breakthrough with many promises of 
applications in communications and information. The basis of 
this technology is the use of the information encoded in the 
quantum components of these individual entes. So phenomena 
such as quantum interference and quantum entanglement are 
concepts that have no classical counterpart, therefore, is very 
important to understand and manipulate them to their best 
advantage. In the lab of quantum optics of the Faculty of 
Sciences of the UNAM, various research experiments are 
performed, these experiments are complex and it can take 
several weeks or even months to take the data and then do your 
analysis. Basically, the experiments consist in the study of the 
photon correlations properties: frequency, polarization, time, 
detection position, orbital angular momentum. For these 
experiments, it is essential to have a source of single photons. 
Such technology involves the use of quantum phenomena such 
as quantum entanglement. The entanglement can be used for 
the quantum encryption information, quantum computing, 
quantum microlithography, among other applications. For the 
test correlation of photons we used a beam splitter that only has 
two options of directionality (transmitted and reflected). In 
contrast, production of photons with Orbital Angular 
Momentum, the directionality depends directly on the burden  
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Fig. 1. (a) In the cross section of planar wavefront is observed  a Gaussiana  
intensity  distribution . (b) The wavefront of a beam of light with orbital 
angular momentum equal to zero, where points of constant phase are flat 

 

of orbital angular momentum; we study this degree of freedom 
and its influence on the entanglement. For this reason, it is 
important to find solutions to all this, and get results in less 
time and with a minimum of human error, which allows us to 
automate the experiment. Given the needs of the experiment, 
the Faculty of Sciences of the Autonomous University of 
Puebla has gained experience for automation of optical 
experiments, in the year 2005 Dr. Sergio Vergara and Dra. 
Aurora Vargas, they designed and they built a data acquisition 
card. This PCI card was the first version of a photon counter 
individual and coincidence, the card uses an FPGA 
MAX7000AETC144-5 and has a resolution of 5-30ns [1]. For 
this experiment we are going to develop a detection system and 
it must meet the following: Ability of count, processing data 
through communication WI-FI and to improve its resolution. It 
is also necessary to make changes to software and firmware to 
include the processing of information obtained by the counts 
process and to perform the photon correlation with Orbital 
Angular Momentum. 

II. FUNDAMENTALS OF THE EXPERIMENT 

In the theory of light there are two approaches called,  
theory: classical and quantum. In classical physics, light is 
treated as electromagnetic waves; in quantum optics, as 
photons [2]. In the classical theory is known Maxwell's 
equations, electromagnetic moment, Leguerre-Gauss modes, 
Poynting vector, which shows the behavior of light as waves. 
In the case of quantum optics, the quantum photon sources 
with Orbital Angular Momentum involves trying to understand 
how a particle and not a wave can propagate with a certain 
helcidad., which is very similar but is treated with photons. 

A.  Orbital Angular Momentum 

Intuitively, you can think to light with Orbital Angular 
Momentum equal to zero as a wavefront ordained whose points 
of constant phase   are formed planes perpendicular to the 
direction of propagation k. The amplitude of the electric field 
of a plane wave at a given instant can be written as (1). 

                                     E(r) =E0 e
ikr

 + c.c.                  (1) 

with the wave vector k. The constant phase points r, satisfy the 
condition (2). 

                                

 

 

 

Fig. 2. (a). The transverse intensity distribution of light with orbital angular 
momentum is no longer Gaussian. In the case shown in this figure, light 
having angular momentum L = 1 unit of orbital angular momentum and the 
transverse intensity distribution is a Laguerre-Gauss mode. (b) Certain 
sections of the wavefront are delayed with respect to others and the points of 
constant phase are another type of surface. 

      kr =constant                                       (2) 

which is the equation of a plane orthogonal to k. The  
transverse intensity distribution of the plane wave  is Gaussian, 
see Fig. 1. Conversely, in the light with orbital angular 
momentum, some sections of the wavefront are delayed or is 
coming forward regarding other and the points of constant 
phase are form another type of surface, see Fig. 2 [3]. 

B. Production of light with Orbital Angular Momentum 

These holograms are generated by computer or grids [4]. 
Basically,   overlapping a Gaussian beam and one of LG [5]. 
The quantum entanglement using LG beams, but they generate 
LG beams with a spatial light modulator [6]. 

The most common technique  for generate LG beams is  
through holograms, produced by computer. So you can 
practically generate a beam with any value of orbital angular 
momentum. The Suitable diffraction grating can be produced 
from the interference pattern between a light Gaussian beam 
(plane wave front) and a light beam with the desired 
distribution [7]. When this grating is illuminated with a beam 
of plane waves is generated the intensity and phase pattern 
required [8]. In particular, to produce  modes leguerre-Gauss is 
required  a grating of fork , as shown in Fig. 3 and that is 
generated by the expression (3) [ 9].  

 l ( θ /π)  = γ+(2r/λ)(cos θ) (3) 

 

 

Fig. 3.  Diffraction grating with bifurcation + 1s. 

182



 

 

 

 

 

 

 

 

Fig. 4.  Diffraction gratings a Gaussian beam overlapping  HG  and a Gauss-
Leguerre  LG 

 

With the method of  difraction gratings, a front of Gaussian 
wave (a laser) is diffracted in the different orders of orbital 
angular momentum, see Fig. 4. The maximum central not 
poseé  Orbital Angular Moment (l = 0), the first order 
diffracted with Orbital Angular Moment has l = + 1, -1, see 
Fig. 5, and so forth see Fig. 6. Intuitively, the discontinuity 
represented by the bifurcation is sufficient to produce a change 
angular in the distribution of light intensity. This means, that if 
we let only this bifurcation of light with orbital angular 
momentum, in which the magnitude of angular momentum 
would have to do with the order of the bifurcation present 
(topological charge) at the fork. Thus, a Orbital Angular 
Momentum l depend on the number of teeth possessed by the 
fork. 

III. AUTOMATION OF THE EXPERIMENT 

The experiment consists of studying the production of 
single photons with Momento Angular Orbital, their spatial 
distribution (spatial entanglement) and its automation. The 
study of the production of light with orbital angular momentum 
there is a method which can produce such beams is computer 
generated holograms or diffraction gratings basically a 
Gaussian beam overlapping  HG  and a Gauss-Leguerre  LG 
see Fig. 4. 

A. Characteristics  of the experiment 

The electronic project is to produce this type of patterns in 
an automated manner and build a detection system for studying 
quantum of efficiency counts of photons with different  orbital 
Angular Momentum. The quantum signals are obtained of the 
optoelectronic array, the detection system are sent to the 
electronic system for processing and analysis.  

Experiments with orbital angular momentum consist of an 
optoelectronic arrangement with the following components: a 
laser 405,38nm, 100mW and a bandwidth of 0,78nm, a 50:50 
beam splitter, fork grid l = + 1s, and avalanche photodiodes 
(APDs, Avalanche photodiode), which generate pulses turning 
it into a square electrical signal. 

1)  Arrangement for photon correlation: Optoelectronic  

The 50:50 beam splitter splits the incident beam (LG) in a 
transfer beam and a reflected beam, therefore, the intensities 
of the transmitted and reflected beams are equal. In the splitter  

 
Fig. 5.  Input with Orbital Angular Moment (l = 0), the output from an LG 
phase hologram with Orbital Angular Moment has l = + 1, -1. 

 

 
Fig. 6.  Input With Orbital Angular Moment (l = 2), the output from an LG 
phase hologram with Orbital Angular Moment has l = 0,+ 1, +2. 

 

outputs is mounted robots with light collectors, and is coupled 
to a multi-mode optical fiber, see Fig. 7.  

The manifolds are lenses having an anti-reflection treatment, 
which makes them suitable to allow maximum transmission in 
the near infrared region, with this reflection losses are 
reduced. Robots must be positioned along the horizontal and 
vertical diameter of the productions with Momento Angular 
Orbital in the bifurcations l = + 1, -1, + 2, -2, so that the 
transmitted and reflected beam find their correlation space. 
The optical fibers are connected to the input ports of 
avalanche photodiodes by type FC connectors. Thus, the light  
is sent to the avalanche photodiodes. 

 

Fig. 7. Optoelectronic arrangement of  the experiment 
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Fig. 8. Laguerre-Gauss distribution produced by a fork-type grid using a 
classic font. 

2) Analysis and description of the experiment: The 
objective of this experiment is to see if there is a correlation 
between the two symmetric distributions of the first mode of 
the same pattern, that is, if the spatial distributions of both 
modes are correlated , if one provides information of the other. 
Once the detector showing the distribution of LG modes of the 
Fig. 8, the system is aligned, then We will analyze the number 
of accounts and coincidences between the rings. We consider, 
for example, 30 fixed points of distribution LG2 with a 
distance between these points of 0.5mm. Meanwhile, a 
detector measures the intensity at each position fixed of the  
LG2 distribution , a second detector makes a scan of the 
intensity distribution of LG1 with the positioning system at a 
speed of 10 microns / sec Fig. 9. 

 

B. Description of the system of detection 

1) Design of  three robots with 3gdl  : The Detection 
system consists of build three robots of high precision with 
quantum efficiency Fig.10 to receive signals and to study 
counts of photons with difference of Orbital Angular 
Momentum. 

2) The configuration of the detection: The Signals are 
obtained of the  optoelectronic arrangement of the  
experiment, which of the detection system are sent to the 
electronic system for processing and analysis,the three 
collectors are shown in Fig.11 and will instead be three robots 
linears, to make correlations and corresponding sweeps. 

 

 
Fig. 9. Diffraction ring with orbital angular momentum, based in the study of 
dislocations l = -1, +1 (LG1, LG2), for observing the correlation. 

 

 

Fig. 10. Robot linear of  high  precision. 

 

IV. ROBOT  DESIGN 

A. Kinematic and dynamic model of the robot 

Before designing the Cartesian robot we find the dynamic 
model of the robot for 3gdl, this in order to have a broader 
view of system behavior of our robot and get a more optimal 
model in the controller. We have links and joints according to 
Fig. 12 and we have to get the mathematical equations that 
describe the kinematics of the robot. 

• The direct kinematics of a Cartesian robot is given 
by (4), (5), (6)  [10]. 

 

                                                                                        (4) 

 
                                  (5) 

 

                                 (6) 

 

 

Fig. 11. Configuration of the detection 
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Fig. 12. Cartesian Configuration.                                      

• The speeds of our system it is given for (7), (8), 
(9). 

 

                         (7) 

 

  

                     (8) 

 

                    (9) 

 

• We obtain the rapidity of the following way   (11), 
(12), (13). 

 

                  (10) 

 

 

                            (11) 

 

                        (12) 

 

                      (13) 

 

• There is only energy of translation. Later we get 
the equations of kinetic energy for each degree of 
freedom (14), (15), (16). 

                           (14) 

                                        (15) 

                                (16) 

• Add all the energies and we have that the total 
kinetic energy is expressed as (18). 

 

 

                        (17) 

 

• The potential energy is given by the expression 
(18) 

                   
(18) 

                     

                        (19) 

 

• With the obtained kinetic energy and the potential 
energy given, we obtain the Lagrangiano (21). 

 

                        (20) 

 

 

         (21) 

 

• The equation of motion Euler-La Grange is the 
following (22). 

 

(22) 

 

• Finally, the dynamic equations that model the 
forces applied on each joint of the robot are 
expressed as (23), (24), (25). 

 

                        (23) 

 

                           (24) 

 

                           (25) 

B. Features of the robot 

1) Mechanical structure: Cartesian type. 
2) Degrees of freedom (GDL): 3GDL. 

3) Range of motion: Axis Z (vertical) and axis X 
(horizontal) . 

4) Feedback: Encoder in quadrature with a resolution of 
8400 pulses per revolution of the output of the motor shaft. 
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5) Actuators: Motor C.D. 12VDC with a gearbox of metal 
131.25 :1 (Axes Z), Piezoelectric Motor  6VDC (axes X). 

6) Accuracy in linear motion: Transmission with pulleys 
and bands for acople, rail for linear guide 15mm, linear block 
for guide 15mm, screw packed with nut 16 mm. 

7) Height of the robot: 0.40m . 
8) Maximum load:: Axis Z (vertical) and axis X 

(horizontal) . 
9) Travel Range (eje Z,X) Piezomotor: 12mm . 
10) Total weight of the robot:  3.2Kg 

 

V. CONTROL SYSTEM 

A. Hardware   

 The following block diagram shows Fig. 13, the 
connection of the phases of our system for the experiment, 
each motor has two signals (A and B), and is connected to the 
FPGA for their control, this FPGA in turn is coupled to a 
module WiFi as acquisition system, this card is to be able to 
send and receive data via WiFi from computer to the FPGA, 
and thus, to make the process of our signs of the Encoders and 
the engines on our, the FPGA card designed previously in the 
Faculty of Sciences of the electronic (BUAP). 

1) Motorreductor 37DX57Lmm: The gear motor 
37DX57L is a powerful dc motor 12V with a gearbox of metal 
131.25 : 1 and a quadrature encoder integrated that provides a 
resolution of 64 pulses per revolution of the motor shaft, 
which corresponds to 8.400 counts per revolution of the output 
shaft of the gearbox. These units have an output shaft of 
0.61in, 6mm in diameter in the form of  D, [11]. 

2) Encoder: The encoder is based on Hall sensors, detects 
the rotation of the motor shaft. The wiring consists of six wire 
colors of about 28 cm cables are peeled with the terminals and 
without any connector, so that it can be welded or put a few 
connectors depending on the need we have. The Hall sensor 
requires a voltage (Vcc) of between 3.5V and 20V and a 
maximum current of 10mA. The A and B outputs are square 
waves from 0V up to Vdc with a lag of 90 °C. The frequency 
of the transitions tells you the speed of the motor and the order 
gives you the address [11]. 

 

Fig. 13.  Blocks of the implementation of the hardware. 

a) Incremental Encoder: This type of encoder is 
characterised because it determines your position, count the 
number of impulses that are generated when a ray of light, and 
traverses by dull marks on the surface of a disc attached to the 
shaft [2]. The output of an encoder signals can be a train of 
pulses, in the form of square signal, where the number of 
impulses generated in a return match the number of impulses 
from the disk encoder inside, we are referring to a single 
channel (A signal) encoders. A second signal B to supply a 
pulse train identical to that supplied the outdated but signal 90 
° with respect to this, refers to a two-channel encoder [12]. 

b) Theoretical resolution of the system.: One of the 
biggest questions we have in the manufacture of the system is 
to know if we can obtain the accuracy desired in our degree of 
freedom of the system, we need to check if we can 
theoretically obtain the accuracy desired precision 10μm, can 
perform theoretical calculations to know if even theoretically 
this precision can be predicted. The theoretical resolution that 
includes this axis is determined by the following equation (27) 
[12]. 

                                       ∆ z =(LZ )/(MRC)                   (26) 

                    ∆ z =0.22m/(17)(131)(8400)=11.76 nm            (27) 

Where: 
∆ z = theoretical resolution in the z-axis. 
L z = total effective length of the Z axis. 
M = number of turns needed to displace Lz. 
R = reduction of the box of gear motor. 
C = resolution of counts per turn of the motor. 
 

c) Power stage.: For control of the rotation of our 
motors he is needed a power circuit, which will consist of a H-
bridge with power transistors, this in turn will control the 
rotation and will have another entry that will receive a signal 
in the FPGA, PWM, on the other hand, the H bridge will serve 
to characterize our engine and get the ideal frequency for 
optimum performance of the engine Fig. 14. 

 

 

Fig. 14.  Power  Stage. 

186



3) Characterization of the motorreductor: The motor 
torque or torque is the moment of force exerted on a motor 
shaft power transmission. If a body is able to rotate on an axis, 
the result of the force is a combination of the applied force and 
the distance to the rotational axis, as can be seen in Fig. 15 
[13]. The function of the characterization is that it allows to us 
that the C.D. motor should be modified its frequency of work, 
in order to which the motor works like an motor of direct 
transmission. We cannot modify the voltage, because the 
voltage that we need is 12v, therefore it is constant and to to 
be modifying the voltage it begins working to 3.5V, and the 
torque necessary for this one is not sufficient, the current 
cannot also be modified since the current only consumes it, so, 
what we must modify is the work cycle across an ideal 
frequency of the motor and that we will be modifying to 
obtain different forces without forcing the efficiency of the 
engine. To obtain the force with which the motor works, uses 
a dynamometer digital Fig 16. 

4) Control electronic card: The electronic card consists 
of: a Cyclone III FPGA, 4 connectors 50 pin header of each 
one, a reset circuit, a crystal oscillator with their respective 
resistors and capacitors. The card is as a processing core 
Cyclone III EP3C10F207C6 alters, is responsible for reading 
and processing the information from the encoders and WiFi 
interface, as well as the processing of the counts of photons 
Fig. 17. 

5)  WiFi Module: The module RN-XV is based on the 
module-Roving Networks RN-171 [14]. Since the RN-XV 
module has a built-in firmware Fig. 17. This version also 
includes the mode of operation of the access point and the 
settings default access point  are created by the module [14]. 

 

 
Fig. 15. Graphical representation of the Torque. 

 

 

 

 

 

Fig. 16. Characterization of the motorreductor. 

 
Fig. 17. WiFi module. 

a) SSID: is the name of the access point that the module 
transmits. 

b) Canal: is the channel that is being used by the module. 
It is recommended that the nearby access points use different 
channels to avoid interference; channel 1 is used for this 
project. 

c) DHCP: (Dynamic Host Control Protocol) enabled and 
your job is auto assign / re-assign IP devices that connect to 
the access point 

d) Project management IP: logical address of the 
module, IP 1.2.3.4. 

e) Network Mascara: 0 is used to specify the bits of the 
IP address of the network that can be used to assign IP 
addresses to the devices that are in the network, for example 
255.255.255.0. 

f) Link gate: is the address of the router that manages the 
network in this case through the point of access 1.2.3.4. 

6) UART: The Universal Asynchronous Receiver 
Transmitter or Receiver/Transmitter Universal Asynchronous 
enables you to establish a serial communication between two 
devices.You can be 2 lines, or 4 if it makes use of the flow 
control. The wiring is simple See Fig 18. The basic 
communication of the UART is shown in Fig 19. Choose a 
reading speed increased 16 times, where there is a counter that 
sets the tone to read the bit to reach half of its count. Should 
be noted that despite that sent packages where understood by 
package start/stop bits more of data, even if there is a 
deviation, this only brings the end bit is received, since each 
home (getting a bit of home) resyncs transfer and so on,  is 
shown in Fig 20 . 

 
Fig. 18. UART Comunication. 

 
Fig. 19. UART. 

 
Fig. 20. Sampling of the data to a period of 1/16 of the time per bit. 
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Fig. 21. Encoder reading. 

B. Firmware 

1)  Motor Frecuency: To use the technique of speed 
control PWM needs to work with certain frequencies. each 
engine works with different frequencies, although the same 
type of  with the same mechanical properties does not work 
with with the same frequency. For this, was done the 
characterization of the engine, and the frequency to M1 is 350 
Hz , 330Hz M2, and M3 of 240 Hz.  To perform the control of 
the motor in our FPGA, is necessary generate this frequency, 
our FPGA works with an internal clock of 100Mhz, therefore, 
we need to realize a delay in exit of the signs to generate the 
frequency for every motor. 

a) PWM: If half of the PWM to input is required you will 
be provided the data of 128 and if required a quarter of the 
final value of the PWM is provided 64 and so on to generate 
the value delivered by the PWM. 

2) Encoder Implementation: The flow diagram of Fig 21 
shows the signals from the encoder with precision without 
losing accounts, ensuring the maximum performance of our 
system. 

3) UART protocol: The UART Protocol has been 
implemented in the FPGA, particularly in AHDL  language 
(Altera Hardware Design Language), in Fig. 22 is observed 
the UART firmware block diagram [15]. 

 
 

 

 

 

 

 

 

 

Fig. 22. Control WiFi. 

 
Fig. 23. TCP/IP Writing. 

 
Fig. 24. Commands sending. 

C. Software 

1) WiFi writing: the unspecified parameters take default 
values. The process is simple, once the computer is connected 
to the access point   created by the RN-XV module, Fig. 23 
shown the software connected to RN-XV module that operates 
as a server, waiting requests through your IP (1.2.3.4) and by 
port 2000, then writes the data using the TCP Write function 
and finally closes the connection. 

2) Commands sending: Since the user interface must 
allow the user send commands to the FPGA to indicate that 
action should be performed. The description is shown in Fig. 
24. the 0F Hex command is written to instruct the FPGA to 
initiate data transmission via WiFi. Then, it reads two-byte 
package and ultimately sends the command F0 indicating to 
stop the transmission of data to the FPGA. 

3) WiFi reading: The description is shown in Fig. 25. For 
the reading opens a connection, the function TCP read and 
wait to receive the 2 bytes that indicated that they received, 
then timeout by default and there are 25 seconds to receive 
them, in case of not receiving the bytes, an error message is 
generated. Once we receive the bytes, the connection is 
closed. The bytes are received in format string and they are 
converted to an array of 8-bit elements. Subsequently with 
array index function separates array elements in order to 
obtain each byte separately. 

 

Fig. 25. WiFi reading. 
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Fig. 26. Software Monitoring. 

4) Software monitoring: Once obtained the necessary 
parameters, such as the reading of the encoder, the error of the 
system, the positions, velocities, only send the desired position 
and earnings and the robot performs its task properly, software 
to perform the experimentation of control and feedback is 
shown in Fig. 26. 

VI. RESULTS  

      Given the results of this project have been realized tests 
and simulations , Fig. 27 shows the experimental evidence 
obtained in the experiment of the array optoelectronic 
manually and they carry much time make them and are not 
exact sometimes, for this motive it is necessary to automate. In 
the Fig. 28 shows an image constructed of the Cartesian robot 
and that will be used for the route with the optical fibre to 
realize the photons correlation. In the Fig. 29 shows the tests 
of the encoders to observe the signal that it provides our 
sensors  and to observe the behavior of the signal applying 
3.2v to the source of the enconders and that the exit of the 
sensors also is of 3.2v and to introduce without problems the 
FPGA, since the alone FPGA supports voltage of 0 to 3.3v, 
once the signal of the encoder are obtained,  adds a capacitor 
of 100pf in parallel with the signal and ground of the system, 
this in order to that the obtained signal should avoid to have 
noise, voltage peaks and this way to avoid to damage the 
FPGA. On the other hand, the frequency of the motors 
obtained in the characterization verifies the work cycle and we 
find the ideal frequencies and verifying wich one is the most 
linear, in the M1=330HZ, M2=350, M3=240HZ, in the Fig. 30 
shows the M2 and we design the firmware in AHDL of the 
Fig. 31.  

 
Fig. 27. Experimental evidence photon detection manually. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 28.  Cartesian robot built. 
 
      For the design of the firmware of the encoder of position 
they were realized in AHDL together with the position block 
how appears in the Fig. 32, with this block it is already 
possible to do the count of the signs of the encoder with all 
precision without losing accounts, guaranteeing the maximum 
performance of our system, the simulation shows itself in the 
Fig. 33. Finally, in the Fig. 34 we have the design to blocks 
WiFi, one finds the blocks of transmission and recipient, the 
transmission module is provided with a clock formed to 
460800 bauds. It is provided with an entry of fitting out and 
entry of information and an exit that it indicates that the 
module is busy. The reception module takes the information to 
100Mhz, being synchronized to the transmission bauds by 
means of delays. To carry out a reliable reading, the 
information is read to half of the transmission of every bit. Its 
exits are the received byte and an indicator (dataRdy) who 
generates a pulse from which the fact has been received. THE 
module of (UART Control) is the manager of sending the 
information towards the UART TX and of this form that they 
are sent by WiFi to the user. The sent information is the 
current position and the applied pair. It has an entry to 
determine if the transmission module is occupied and other 
one of fitting out to initiate a transmission originated from the 
module (Command Reference), this module receives from 
Labview a byline header from 32 bits. 
 

 
 
Fig. 29. Encoder signal with oscilloscope. 
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Fig. 30. Frecuency ideal  of the motor 2 (M2). 
 

 
Fig. 31. Block firmware of the frecuency ideal of the motor. 

VII. CONCLUSIONS  

      Before starting work, the experiment was understood, by 
what, one of the needs that are important is the precision linear 
motion and, so it was decided to design and implement three 
Cartesian robots that perform these functions. The robots 
designed is implemented to move in the Z axis using rails and 
precision screws, this will give us the desired position and 
accuracy in the movement. For the movement in the X-axis is 
going to be mounted a motor piezoelectric ultrasonic already 
that we want greater accuracy and that does not have vibration 
or other obstacles, the positioner should have a resolution in 
Nm and move to a distance of approximately 1cm which is the 
approximate diameter of the interference pattern of the ring. In 
our dynamic model is based on the study of a Cartesian robot 
type, so it is not complicated its development and there are 
many research studies on the dynamic model. In 
characterizing our engine, means that it is essential to 
understand and meet our engine, as we predict if our engine is 
efficient and meets the requirements. Tests were carried out 
with the engine and we could see that it is efficient in 12v and 
then we opted to find the best frequency, in order that our 
motor works as direct transmission motors and thus achieve its 
behavior linear, we as 50% of the working cycle and 
frequencies given are carried out the firmware design. Tests 
were conducted on the robot by closing a control loop (via 
Wi-Fi) and we observe that if you move to your desired 
position, with this we are going to be managing to assemble 
our finished system to realize the experimental tests of the  
optoelectronic array. 
 

 
 
Fig. 32. Block Firmware of the Encoder position. 

 
Fig. 33. Simulation Encoder of position  
 

 
Fig. 34. Firmware WiFi modules of comunication. 
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Abstract— RuO2 doped nanoparticles TiO2 supported on 

disordered mesoporous silica (DMS-1) was synthesized by the 

sol-gel method, its ex-situ modification with TiO2 nanoparticles. 

The photoactivity was examined for methylene blue 

photodegradation in aqueous medium. To assist in interpreting 

the photocatalytic behavior of 0.76%RuO2-40%TiO2/DMS-1 and 

0.79%RuO2-30TiO2/DMS-1, reference systems consisting of 

x%TiO2/DMS-1 photocatalysts undoped RuO2 and TiO2 pure 

(Degussa P-25). The load RuO2 <1.0 wt% was prepared by 

impregnation method and vary amount of TiO2 (30 and 40 

wt.%). The photocatalysts were characterized by N2 adsorption–
desorption isotherms, X-ray diffraction (XRD), UV–vis diffuse 

reflectance spectroscopy (UV–vis DRS) and transmission electron 

microscopy (TEM). The results showed that RuO2 on TiO2 

present greater activity photocatalytic due to the presence of 

RuO2 that promoting efficiently charge separation, causes 

inhibition of recombination of electron-hole pairs. 
Keywords— Methylene blue; Photocatalysts; DMS-1; x%RuO2-

x%TiO2/DMS-1; x%TiO2/DMS-1. 

I. INTRODUCTION 

Photodegradation of dyes by metal oxide has seen a 
remarkable improvement due to the environmental necessity 
that arises as large quantities of dyes are released as waste into 
the environment. Thus, the release of dyes in the environment 
will affect the bio-diversity. Among the various dyes, 
methylene blue (MB) is the most commonly employed dye 

that finds enormous applications in printing and dyeing 
industry [1]. Dye effluents can be treated by biological 
methods, flocculation, reverse osmosis, adsorption on 
activated charcoal, chemical oxidation methods and advanced 
oxidation processes [2]. Heterogeneous photocatalysis is one 
of the feasible methodologies that can be effectively exploited 
for the complete degradation of various dye pollutants present 
in natural environment. Among the different metal oxide 
semiconductors, TiO2 has been widely used as a photocatalyst 
because of its relatively high photocatalytic activity, biological 
and chemical stability, low cost, nontoxicity, and long-term 
stability against photocorrosion and chemical corrosion [3].  

However, the high recombination rate of photoinduced 
electron-hole pairs produced during photocatalytic processes 
limits the application of TiO2. Among the different 
approaches, surface modification by coating noble metal on 
TiO2 surface is one of the effective methods to reduce 
electron-hole recombination in the photocatalytic process [4]. 
Along noble metals like gold or platinum, other metallic 
compounds can also be associated with TiO2 to enhance its 
photocatalytic performances. As an example, ruthenium (IV) 
oxide (RuO2), which belongs to the family of transition-metal 
oxides with rutile-like structure, shows an interesting variety 
of properties.  

Because of its high chemical stability, electrical (metallic) 
conductivity, and excellent diffusion barrier properties. RuO2 
exhibits an excellent metallic conductivity related to its 
partially filled metal (d)-oxygen (p) π* band [5]. Sakata et al 

[6] showed that RuO2 is an efficient hole and electron transfer 
catalyst on TiO2 and seems to improve the efficiency of 
charge separation at the metal/semiconductor interface, when 
deposited in small quantity, as an excessive amount may act as 
recombination center. In addition, RuO2 has a high work 
function, situated in the band gap above the valence band of 
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TiO2 [7]. In contact, electrons will be transferred from TiO2 to 
RuO2 in order to equalize the Fermi level at thermal 
equilibrium. As a consequence, an upward bending of energy 
bands is expected from TiO2 to RuO2 which favors an efficient 
charge separation at the RuO2/TiO2 interface under 
illumination. Another important beneficial effect of RuO2 
loading on TiO2 is the increase in conductivity, which 
ultimately allows more efficient charge transfer within the 
photocatalyst and makes it kinetically faster when it is 
involved in the redox processes [8]. However, small particles 
RuO2-TiO2 particles exhibit two disadvantages. Firstly, trend 
to agglomerate into large particles, making against on catalyst 
performance. Secondly, the separation and recovery of 
catalyst is difficult [9]. Recently, introducing titanium species 
into mesoporous silicate materials has attracted much interest 
because the titanium containing mesoporous materials have 
much higher active surface areas (>200 m2/g) in comparison 
to pure titania, which makes them more effective [10].  

The disordered mesoporous silica (DMS-1) has the 
disordered arrangement of its mesoporous, wormhole pore 
morphology (small path left by a worm). This material is 
characterized as a material composed of silica nanoparticles 
agglomerates which have a spherical shape, resulting in the 
formation of a high textural porosity and with high surface 
area (in the 600-1000 m2/g range) [11]. The immobilization 
and stabilization of the nanoparticles of RuO2-TiO2 in the 
DMS-1 eliminates the majority of the problems associated 
with slurries such as particle aggregation allows with a 
suitable mean pore size induce controlled oxide particle 
growth, uniformity of size, as well as to stabilize and prevent 
agglomeration of the particles.  

In this research study, we use RuO2 doped nanoparticles 
TiO2 supported on disordered mesoporous silica for methylene 
blue photodegradation. DMS was synthesized using sol-gel 
method, TiO2 nanoparticles for ex-situ method and doped with 
ruthenium for impregnation. Furthermore, the structural 
characterization of the photocatalysts doped with RuO2 
(x%RuO2-x%TiO2/DMS-1) and undoped (x%TiO2/DMS-1) 
has been performed using several techniques such as N2 
adsorption-desorption isotherms, X-ray diffraction (XRD), 
UV-Vis diffuse reflectance spectroscopy (UV-Vis DRS) and 
transmission electron microscopy (TEM). 

II. EXPERIMENTAL 

2.1. Preparation of the support DMS-1 

The support DMS-1 was synthesized according to the 
procedure described by Zhao et al. [12]. The Pluronic F127 
was dissolved in a mixture of water and 2M hydrochloric acid 
solution vigorously stirred for 1 h. Subsequently, the TEOS 
was added. After 48 h stirring al 298 K and then the mixture 
was subsequently transferred into polypropylene bottles and 
heated at 353 K for 48 h. Afterwards the solid product was 
filtered, washed with distilled water and dried at 383 K for 18 
h and finally was calcined at 823 K for 4 h to remove the 
organic template. 

2.2. Modification of mesoporous DMS-1 with TiO2 particles  

The modification of support material is based in the method 
described by Peza-Ledesma et al [13]. Different amounts of 
titanium (IV) isopropoxide (97%, Aldrich, IPOTi), were added 
gradually to 2-propanol (99.5%, Sigma-Aldrich), the solution 
was formed at room temperature under constant stirred in an 
inert atmosphere of N2 for 45 min. The support material DMS-
1 was added and the mixture was stirred for 1 h at room 
temperature. Then, deionized water was slowly added and the 
liquid suspension was stirred for 30 min. Finally, the solids 
were dried at room temperature and later at 383 K for 18 h 
before being calcined at 823 K for 4 h. 

2.3. RuO2 doped TiO2/DMS-1 phocatalysts 

RuO2 doped TiO2 particles supported on disordered 
mesoporous silica were prepared at room temperature by 
incipient wetness impregnation method. The modified 
materials mesoporous x%TiO2/DMS-1 were impregnated with 
an aqueous solution of ruthenium trichloride trihydrate 
(RuCl3, 99%, Aldrich) with appropriate amount of the 
precursor corresponded to the theoretically necessary loading 
of <1 wt%. The synthesized samples were dried at 110 °C for 
18 h, and there after calcined at 500 °C for 4 h. 

III. CHARACTERIZATION METHODS 

3.1. N2 adsorption-desorption isotherms 

The textural properties of the photocatalyst doped and 
undoped with RuO2 were determined from the nitrogen 
adsorption isotherms recorded at 77 K with a Micromeritics 
TriStar 3000 apparatus. The samples were previously degassed 
at 423 K for 24 h under a vacuum (10-4 mbar) to ensure a clean, 
dry surface, free of any loosely bound adsorbed species. The 
specific areas of the samples were calculated according to 
standard BET procedure using nitrogen adsorption data 
collected in the relative equilibrium pressure interval of 0.03< 
P/P0<0.3. Pore size distributions were calculated from the 
adsorption and desorption branches of the corresponding 
nitrogen isotherm using the BJH method. The total pore 
volume (Vtotal) was estimated from the amount of nitrogen 
adsorbed at a relative pressure of 0.99. 

3.2. X-ray diffraction (XRD) 

X-ray diffraction (XRD) patterns of  photocatalysts doped 
and undoped with RuO2 were obtained on a Bruker D8 
Advance diffractometer using Cu Kα radiation (λ = 1.5406  Å) 
over the scan range of 2θ between 10 and 80 at 295 K, in order 
to identify the phase present.  

3.3. Diffuse reflectance spectroscopy (DRS) 

The UV–Vis diffuse reflectance spectra of the 
photocatalysts were recorded at room temperature using an 
Ocean Optics Inc. spectrometer First in Photonics (Mini-DT 2) 
in the 200-400 nm range. The respective support of each 
photocatalyst was used as a reference. 

 
3.4. TEM measurements 
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Transmission electron microscopy (TEM) studies were 
carried out on a JEM 2100F microscope operating with a 200 
kV accelerating voltage and fitted with an INCA X-sight 
(Oxford Instruments) energy dispersive X-ray microanalysis 
(EDX) system employed to verify the semi quantitative 
composition of solids. 

3.5. Photocatalytic activity 

The photodegradation of methylene blue (MB) was 
performed in order to evaluate the photocatalytic activity of 
prepared x%Ru-x%TiO2/DMS-1 and x%TiO2/DMS-1 
photocatalysts. For all photocatalysts, the adsorption and 
catalytic activity were investigated. Therefore, the MB 
concentration (initial concentration of 40 mg/L) was measured 
at distinct time intervals by means of UV–vis spectroscopy 
(Varian Cary 5000 Scan UV-vis-NIR spectrophotometer). The 
amount of photocatalyst undoped and doped with RuO2 used in 
each experiment was adjusted to achieve the same loading 30.0 
mg, Commercial pure TiO2 (P-25, Degussa Co., Germany) as 
those of reference sample. The mixture was first stirred for 15 
min in the dark at room temperature to assure that the 
adsorption equilibrium was reached. Then the reaction solution 
was placed perpendicularly to a 125 W medium pressure 
mercury lamp inside cold water and the solution was bubbled 
with air under magnetic agitation in a cylindrical double wall 
jacket glass reactor.  

 
The concentration of the remaining MB was analyzed in 

fixed time intervals in 5 mL volume following centrifugation. 
The photocatalytic degradation of methylene blue was 
determined by means of UV-vis spectrophotometery through 
monitoring of color disappearance. Unfortunately, there is no 
way to evaluate the extent of mineralization the MB into 
harmless gaseous CO2, NH4+ and NO3- using UV/vis 
technique employed. The concentration of MB was obtained 
by converting absorbance of the solution to MB concentration 
(Beer–Lambert’s law, A = εbC, where A: absorption, ε: 
proportion constant, b: light length, C: concentration). A 
calibration curve of MB solution absorbent was obtained at 
665 nm wavelength at different concentrations prepared. A 
standard calibration curve (not shown here) was built by 
adjusting a different concentration of MB solution and the 
absorption at 665 nm. This calibration curve refers to the 
situation of the absence of by-products co-adsorption. 

IV. RESULT AND DISCUSSION 

4.1 Surface area and pore volume 

 The textural properties of RuO2 doped photocatalysts were 
studied using the adsorption-desorption isotherms of N2 at 
77K. The adsorption-desorption isotherms of N2 of the 
materials are shown in Figure 4.1. Similarly to the materials 
x%TiO2/DMS-1 [14], all photocatalysts doped RuO2 x%Ru-
x%TiO2/DMS-1 exhibit hysteresis curves with two stages of 
capillary condensation with P/P0 in the ranges from 0.4 to 0.6 
and 0.8-0.9. The low pressure hysteresis loop is probably an 
artifact due to the lack of equilibrium in the adsorption branch 
whereas the second hysteresis loop, which starts at a relative 

pressure of 0.8, is due to textural interparticle mesoporosity or 
macroporosity. This clearly indicates that the photocatalysts 
0.79%Ru-30%TiO2/DMS-1 and 0.76%Ru-40TiO2/DMS-1 
exhiben in addition to the porosity provided by (structural 
porosity) an additional porosity (textural porosity), as evidence 
the adsorption step at P/P0>0.8 [15]. This result is typical of a 
disordered mesoporous material, probably with an arrangement 
of pores as small path left by a worm, wormhole. The 
disordered structure of the mesoporous silica is maintained 
after doped with RuO2 which is highly dispersed on TiO2 
particles supported on the DMS-1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.1. N2 adsorption-desorption isotherms (a) 40%TiO2/DMS-1 and 
30%TiO2/DMS-1 (b) 0.76%RuO2-40%TiO2/DMS-1 and 0.79%RuO2-
30%TiO2/DMS-1 mesoporous samples. 

Figure 4.2 shows the pore size distribution of the 
photocatalyst x%RuO2-x%TiO2/DMS-1, using the information 
in the adsorption-desorption isotherms of nitrogen calculated 
by the BJH method. All photocatalysts 0.79%RuO2-
30%TiO2/DMS-1 and 0.76%RuO2-40%TiO2/DMS-1 shows 
mesopore distribution around 3.4 nm due to the mesoporous 
structure, photocatalysts have a uniform and narrow 
distribution of pore size. 

 

(a) 

(b) 
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Fig. 4.2. Pore size distribution of the x%TiO2/DMS-1, x%RuO2-x%TiO2/DMS-
1 and DMS-1 samples calculated from the adsorption branch of the N2 isotherm 
using the by BJH method. 

 RuO2 doped photocatalysts not show decreased diameter 
and pore volume after the addition of the metal, due to its low 
concentration and high dispersion. RuO2 doped photocatalysts 
have a decrease in BET surface area due to the incorporation of 
RuO2 on TiO2 particles supported on the DMS-1 compared to 
the corresponding supports x%TiO2/DMS-1. This indicates that 
a part of TiO2 particles are doped with RuO2 in the pores of the 
DMS-1. The BET surface area values of the materials 
x%RuO2-x%TiO2/DMS-1 are in the range (328-403 m2g-1). The 
surface areas of the doped and undoped photocatalysts and 
pore parameters are summarized in Table 4.1. 

TABLE I. CHEMICALa AND TEXTURALb PROPERTIES OF X%TIO2-
DMS-1 AND X%RUO2-X%TIO2/DMS-1 MESOPOROUS MATERIALS. 

a As determined by ICP technique. 

b Specific BET surface area (SBET), total pore volume (Vpore) and pore diameter (d) as determined by N2 
physisorption at 196 ◦C. 

4.2. Transmission electron microscopy (TEM) 

 The morphology of the photocatalysts x%RuO2-x%TiO2/ 
DMS-1 can be observed by TEM, Figure 4.3 shows the TEM 

image of the photocatalyst 0.79%RuO2-30%TiO2/DMS-1, 
which presents both ordered parallel channels and a disordered 
mesoporous structure. This result shows that TiO2 particles are 
doped with RuO2 incorporated in the mesoporous structure of 
the surface of the DMS-1, and this leads to a disordered 
mesoporous region near the surface of the particle and an 
ordered mesoporous region within particle. 

The inset shows the image of the Fast Fourier Transform 
(FFT), figure 5.4 of the marked area where the plane 
corresponding reflection (110) shown with interplanar distance 
of 3.32 angstroms, identified according to PDF # 71-1166 as 
ruthenium silicide (RuSi). These results agree with those of X-
ray diffraction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.3. (a) Inverse Fast Fourier Transform box area after applying a filter 
using the Gatan Digital Micrograph ® software for 0.79%Ru-30%TiO2/DMS-1 
photocatalyst (b) Plano (110) for the RuSi PDF # 71-1166 of 0.79%Ru-30TiO2/ 
DMS-1 photocatalyst. 

4.3. X-ray diffraction (XRD) 

 Diffraction patterns of the materials x%TiO2/DMS-1 
x%RuO2-x%TiO2/DMS-1 are shown in Figure 7.5. Diffraction 
patterns show that all materials the anatase crystalline phase is 
present as indicated by reflections 25.3°, 37.7°, 48.0°, 53.9°, 
55.1°, 62.7°, 68.6° and 75.0° (JCPDS 00-004-0477). For 
photocatalysts doped x%RuO2-x%TiO2/DMS-1 plus a small 
peak is observed at 2θ=35 °, which could indicate the presence 
of RuO2 [16] which is not observed in but micrographs 
revealing the presence of said structure. And another small 
peak at 2θ=26.8° assigned to RuSi (PDF # 83-0145).  For 
all photocatalysts, no peak of (1 1 0) rutile reflection at 27.4° 
was detected. 

 

 

 

 

 

 

Samples SBET 

(m2/g) 

d 

(nm) 

Vtotal 

(m3/g) 

RuO2 

(wt.%) 

40%TiO2/DMS-

1 

377 2.5 0.35 0 

0.76%RuO2-

40TiO2/DMS-1 

403 3.4 0.37 0.79 

30TiO2/DMS-1 456 2.5 0.35 0 

0.79%RuO2-

30TiO2/DMS-1 

393 3.4 0.39 0.76 
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Fig. 4.4. XRD patterns of x%TiO2/DMS-1 and x%RuO2-x%TiO2-/DMS-1 
photocatalysts. 

4.4. UV–vis diffuse reflectance spectra (DRS) 

The diffuse reflectance spectra show a large absorption band 
below 400 nm Figure 7.6. The spectra exhibited a narrow 
absorption band at 212 nm attributed to species isolated from 
[17] Ti (IV) in tetrahedral coordination and broadband 330 nm 
indicates the anatase phase of TiO2. Absorption in the UV 
range is due to the charge transfer process from the valence 
band (mainly 2p orbitals) oxide ions to the conduction band 
(orbital T2g) of Ti +4 ions. Comparing the diffuse reflectance 
spectra of TiO2 particles doped and undoped Ru remained 
almost unchanged after dopant, except in increased absorption 
of visible light with the RuO2 loading and no detectable phase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.5. DRS UV–vis spectra of x%TiO2/DMS-1 and x%RuO2-x%TiO2/DMS-
1 samples collected at ambient conditions. 

4.5. Photocatalytic activity 

 Figure 4.6. shows the degradation curves of MB with UV 
light by x%RuO2-x%TiO2/DMS-1, x%TiO2/DMS-1 and TiO2 
pure samples, without UV irradiation, during the initial 60 min 
the concentration of MB rapidly decreased and 50-60% is 
discolored, which was due to the adsorption of dye on 
photocatalyst surface [17]. The adsorption amount of MB on  
(adsorption capacity of 50% in the presence of (x%RuO2-
x%TiO2/DMS-1, x%TiO2/DMS-1) is much higher than that Degussa 
P-25 (10%), because these photocatalysts have larger surface 
area and pore volume 

 Blank experiments were also carried out in the presence of 
DMS-1, no obvious photodegradation was observed, all the 
samples show photocatalytic activity, and the MB conversion 
depends on the Ti and RuO2 content in the x%RuO2-x%TiO2-
DMS-1 materials. The MB was photocatalytic decomposed by 
x%RuO2-x%TiO2-DMS-1 at higher Ti loading which 
demonstrated that Ti in the silica is also active for 
photocatalytic reaction. Besides the adsorption ability of 
photocatalysts, other factors, such as crystal phase, surface 
area, crystalline size and crystallinity, also play an important 
role in influencing photoactivity [18]. 

Introducing transition metals causes a change in the 
electronic environment of TiO2. Based on the results of XRD 
and UV-vis. RuO2 is adsorbed on the surface of TiO2, as a 
small island of metal particles serving as the active sites for 
photocatalytic reaction [19]. And may promote efficient charge 
separation, inhibition of recombination of electron-hole pairs 
and ultimately causing the increased reactivity of the materials 
x%RuO2-x%TiO2/DMS-1. The increased activity of x%RuO2-
x%TiO2/DMS-1 ruthenium doped materials is attributed to the 
separation of the charge carriers by forming barriers Schottky 
[20]. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.4.6. Photocatalytic decomposition of methylene blue on x%RuO2-
x%TiO2/DMS-1, x%TiO2/DMS-1  and TiO2 pure samples. 

V. CONCLUSIONS 

Photocatalytic degradation of methylene blue in the 
presence of ultraviolet light is produced in the first instance 
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through a synergistic effect of the coupling of the methylene 
blue adsorption on the surfaces of the photocatalysts followed 
by a second step, the surface photocatalytic oxidation. 

The highest crystallinity in the crystalline anatase phase 
and high surface area, even at high TiO2 contents and thus have 
a strong ability to surface adsorption of the dye molecules. 
Therefore, the photogenerated radicals such as superoxide and 
hydroxyl radicals readily react with molecules adsorbed on the 
surface AM catalysts. 

 The RuO2-doped materials x%TiO2/DMS-1 generates more 
photocatalysts with high activity in the degradation of 
methylene blue. This is attributable to the presence of RuO2 on 
TiO2 nanoparticles favors charge separation efficiently, causes 
inhibition of recombination of electron-hole pairs and 
ultimately causing the increased reactivity of the materials x% 
RuO2-x%TiO2/DMS-1. 
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Abstract— A current trend for companies dedicated to 

product distribution is the use of software tools to determine the 

shortest route. Effective use of this techniques is essential in 

order to achieve optimal delivery. However, in most of the cases 

the route optimization analysis is presented in matrix form, 

which complicates the interpretation, forcing the user to know 

software nomenclature and technical terms partially. An 

alternative to solve this problem is to provide results in graphical 

form facilitating information to product distribution staff such as 

distribution division managers, logistics managers, drivers, etc. 

In this paper, we proposed a three-equation system to transform 

intersections and flows in image coordinates. These equations 

work with any route selection model and due to their low 

mathematical complexity, they allow to process scenarios with a 

large number of nodes and arcs in seconds. A Geographic 

Information System (GIS) is presented for product distribution 

using linear programming with PHP & MySQL. 

Keywords— GIS; image generation; linear programming; 

shortest route; PHP; MySQL. 

I. INTRODUCTION 

Route selection aims to determine both the minimum 
distance as the graphical representation that facilitates 
comprehension. Its application extends to different areas such 
as: aerial vehicles routes [1], robot routes [2], data 
transmission [3], attack path [4], etc. 

The interpretation of results in the most of mathematical 
models is based on graph theory [5]. Network optimization 
[6], and specialized algorithms for selecting routes [7-9], are 
also based on graph theory to visualize the junctions between 
two nodes, even present the optimal routes of all possible 
paths in a graph. Linear programming models [10, 11] are an 
alternative to obtain the shortest route. 

In recent times graphic representation has been used to 
exhibit results on route selection algorithms such as improved 
Floyd Algorithm [12], Fuzzy Dijkstra algorithm [13] and new 
fuzzy algorithms [14]. 

A Geographic Information System is a system designed to 
capture, store, manipulate, analyze, manage and present all 
types of geographical data. These are widely used in 
presentation of elements of the urban environment [15], 
transportation service optimization [16], route optimization 
[17], etc. 

The graphic structuration in the route selection models 
facilitates their understanding. Furthermore, GIS are an 
alternative for product distribution improvement. In this 
research, an equation system, in order to provide necessary 
coordinates for structuring graphics according to route 
selection models is proposed. 

The principal motivation of this research to using PHP & 
MySQL in a GIS, is the benefits that an online system provides 
such as high-speed communication, availability and 
accessibility. 

A. Linear Programming Formulation of the Shortest-Route 

Problem 

Consider a directed network or a digraph G, consisting of a 
finite set of nodes (vertices or points) ࣨ ={1,2,3,…,n} and a 
set  of  directed  arc  (links,  branches,  edges  or  lines)  ࣛ={(i, j): i, j ∈ ࣨ, i ≠ j} joining pairs of nodes in ࣨ, see Fig. 
1. 

 
Fig. 1. Digraph G 
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A linear programming formulation of the shortest-route is 
shown below, where xi, j are indicator  variables and ci, j the 
distance of the arc (i, j) for i ≠ j [10, 11]. 

 min: Z = Σ
 n

i=1Σ
 n

j≠ i ci, j xi, j (1) 

 s.t.  Σ
 n

j≠ i xi, j  -  Σ
 n

j≠ i xj,i  = bi, i =1,2,3,…,n (2) 

 xi, j ≥ 0 for all i, j (3) 

In the conservation  equations (2), ∑n
j≠ i xi, j represents  the 

total  flow out of node i, while ∑n
j≠ i  xj,i indicates the total flow 

into node i. Where each node i in G is associated to one 
number bi. Nodes with bi > 0 are called sources, and nodes 
with bi < 0 are called sinks. For bi = 0, node i is called a 
transshipment (or intermediate). 

Non-negativity constraint in (3), indicates that the decision 
variable xi, j is set either 0 or a positive integer number. 

II. THE PROPOSED METHOD 

The notation used along this proposed method is 
summarized in Table I. 

TABLE I.  NOMENCLATURE 

Symbol Description 

a Subscript of vertical intersection position 

b Subscript of horizontal intersection position 

m Number of vertical intersections 

n Number of horizontal intersections 

P Horizontal intersection lengths matrix 

Q Vertical intersection lengths matrix 

U Matrix of lengths of  horizontal-upper flows of the block 

V Matrix of lengths of  vertical-left flows of the block 

pa,b Length horizontal of intersection 

qa,b Length vertical of intersection 

ua,b Lengths of  horizontal-upper flows of the block  

va,b Lengths of  vertical-left flows of the block  

x Abscissa of a pixel 

y Ordinate of a pixel 

(x,y)1
a,b Left upper intersection pixel coordinates 

(x,y)2
a,b 

Right lower intersection pixel of horizontal flow 

coordinates 

(x,y)3
a,b Right lower intersection pixel of vertical flow coordinates 

 
This method employs four elements (p, q, u, v)a,b of a set of 

blocks in a graph, to classify them, a matrix structure is used  
(P, Q, U, V). The initial elements (p, q, u, v)1,1 are in the upper-

left block, called pivot  block. For each  block  the  elements 
(p, q, u, v)a,b scroll down from pivot block, subscript a will 
increase  by  one. Similarly, for  each  block  the  elements   
(p, q, u, v)a,b scroll right from pivot block, subscript b will 
increase by one. Classification of elements (P, Q, U, V) is 
presented in Fig. 2. 

 

Fig. 2. Classification of elements of (P, Q, U, V) 

The proposed method is developed in the following four 
steps: 

Step 1. Storage lengths of elements (p, q, u, v)a,b into one m  
rows and n columns matrix as shown in Table II. 

TABLE II.  LENGTHS MATRIX 

 1 2 … n 

1 p1,1 q1,1 u1,1 v1,1 p1,2 … v1,2 … p1,n … v1,n 

2 p2,1 q2,1 u2,1 v2,1 p2,2 … v2,2 … p2,n … v2,n 

… … … … … …

… 

…

…

…

…

…

m pm,1 qm,1 um,1 vm,1 pm,2 … vm,2 … pm,n … vm,n 

 

Step 2. Obtain coordinates (x,y)
1
a,b, (x,y)

2
a,b and (x,y)

3
a,b   

by applying equations (4-6) to the elements in Table II, see 
Fig. 3.  

 (x,y)
1
a,b = (Σ

 b
i=1[ pa,i-1+ ua,i-1], Σ

 a
i=1[ qi-1,b+ vi-1,b]) (4) 

 (x,y)
2
a,b = (Σ

 b
i=1[ pa,i+ ua,i], Σ

 a
i=1[ qi,b+ vi-1,b]) (5) 

 (x,y)
3
a,b = (Σ

 b
i=1[ pa,i+ ua,i-1], Σ

 a
i=1[ qi,b+ vi,b]) (6) 
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Fig. 3. Pixel coordinates 

Step 3. Using (x,y)
1

a,b, (x,y)
2

a,b and (x,y)
3

a,b   five additional 
coordinates corresponding to both intersection corners and 
flows are obtained. Then, this coordinates are storage into one 
m rows by n columns matrix. Table III presents the 
coordinates matrix graph. 

Step 4. Using a programming language for imaging based 
on ordered pairs, a figure with information in Table III is 
structured. 

III. PHP & MYSQL IMPLEMENTATION 

PHP & MySQL implementation disposes 3 forms: Flow 
Storage, Flow Deletion and Source & Sink Route Nodes 
Storage. Six modules: Nodes & Flows Entry/Deletion, 
Initial Linear Programming Matrix Structuration, Linear 
Programming Solution, Map Lengths Matrix 
Structuration, Coordinates Matrix Structuration and Map 
Structuration. Six Tables: Flows Table, Nodes Table, 
Initial Linear Programming Matrix, Route Time & Flows 
Table, Map Length Matrix and Coordinates Matrix. Two 
reports: Route Time & Flow Routes and Map. Fig. 4 
presents a GIS Block Diagram.  

Flow Storage form features two panels called Linear 
Programming Data and Map. Elements in Linear 
Programming Data are Flow Time, Source Node and Sink 
Node. Elements in Map are Projection, (z), (p), (q), (a), (b) 
and Projection Omission. 

TABLE III.  COORDINATES MATRIX 

 

 

 

 

Fig. 4. GIS block diagram 

A. Route Time & Flows Routes Report 

Linear Programming Data panel sends information to 
three modules Nodes & Flows Entry/Deletion, Initial Linear 
Programming Matrix Structuration and Map Lengths 
Matrix Structuration. Nodes & Flows Entry/Deletion 
module analyze both flows and nodes in Flows Table and 
Nodes Table respectively, if elements that enter are not in 
these, they are stored, otherwise omitted. Initial Linear 
Programming Matrix Structuration elaborates the initial 
linear programming matrix based on Flows Table, Nodes 
Table, Flow Time, Initial Linear Programming Matrix 
feedback and Source & Sink Route Nodes Storage.  

Thereafter Initial Linear Programming Matrix stores 
information from Initial Linear Programming Matrix 
Structuration. Table IV provides Initial Linear 
Programming Matrix table in general form. 

Flows that form the delivery route become the decision 
variables entering into the basic variables column. Route time 
is located in objective function-solution cell. 

 

 

 1 … n 

1 (x,y)
1
1,1 (x,y)

2
1,1 (x,y)

3
1,1 (x

3
,y
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1
,y

2
)1,1 (x

3
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)1,1 (x
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,y

1
)1,1 (x

1
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3
)1,1 … (x,y)
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1,n … (x

1
,y

3
)1,n 

2 (x,y)
1
2,1 (x,y)

2
2,1 (x,y)

3
2,1 (x

3
,y

1
)2,1 (x

1
,y

2
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1
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1
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3 (x,y)
1
3,1 (x,y)
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1
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1
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1
3,n … (x

1
,y

3
)3,n 

… … … … … … … … …

… 

…

…

…

m (x,y)
1

m,1 (x,y)
2

m,1 (x,y)
3

m,1 (x
3
,y

1
)m,1 (x

1
,y

2
)m,1 (x

3
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)m,1 (x

2
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1
)m,1 (x

1
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1
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)m,n 
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TABLE IV.  INITIAL LINEAR PROGRAMMING MATRIX 

 xi,j xk,l … xs,t Ai Aj Ak Al … As At Solution

z ci,j ck,l … cs,t 0 0 0 0 … 0 0 0 

Ai 1 0 … 0 0 0 0 0 … 0 0 1 

Aj -1 0 … 0 0 0 0 0 … 0 0 0 

Ak 0 1 … 0 0 0 0 0 … 0 0 0 

Al 0 -1 … 0 0 0 0 0 … 0 0 0 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

As 0 0 … 1 0 0 0 0 … 0 0 0 

At 0 0 … -1 0 0 0 0 … 0 0 -1 

 

Delivery route flows in this solution are disordered and not 
all variables in basic variables column for route structuration 
are used. In order to solve these details, Linear Programming 
Solution module orders the flows and ignore route useless 
variables, then, sends information Route Time & Flows 
Table. This is shown in a general structure in Table V. 

TABLE V.  ROUTE TIME & FLOWS TABLE 

ci,t 

xi,j 

xk,l 

…

xs,t 

 

B. Map Report 

In panel Map, flow length of one block is given by (z), 
and based on element entering to Projection flow orientation 
is obtained. Map Lengths Matrix Structuration module 
utilizes this information to classify length of flows of one 
block  in u a,b if  it  is  East  or  West, otherwise  in v a,b if  it is 
North or South. Element (p) expresses the horizontal axis 
length  of  intersections  as p a,b and (q) the vertical axis length 
as q a,b. 

In addition this module elaborates a matrix with (p, q, u, v)a,b 
, and there after sends all information to Map Length Matrix. 
The general form of this matrix is shown in Table II. 

Coordinates Matrix Structuration module with 
equations (4-6), transforms the information into pixels 
coordinates in Map Length Matrix and then sends this new 
data to Coordinates Matrix. Table III presents a general form 
of Coordinates Matrix.  

Coordinates Matrix table is used to generate images of 
flows and intersection of streets in Map Structuration 
module; blocks are represented by free space. In more 
complex blocks case, the horizontal or vertical flows 
visualization is omitted in Projection Omission element from 
panel Map. 

 Finally, Map Structuration provides information to the 
report based on panel Map, Source Node, Sink Node, 
Coordinates Matrix and Route Time & Flows Table to 
Map report, this elaborates one image of the digraph and route 
in .jpg format. If Route Time & Flows Table is not sent to 
Map Structuration, Map only presents an image of the graph 
without any route. 

IV. EXAMPLE 

In Source & Sink Route Nodes Storage form, it is entered 
97 as source node (representing the delivery company) and 1 as 
sink nodes as customer. Then, GIS develops all necessary 
analysis in order to present to the user Route Time & Flow 
Routes report, see Fig. 5, the route time is provided in hours, 
minutes, seconds format. 

 
Fig. 5 Route Time & Flow Routes 

Then, with information in Route Time & Flow Routes, 

Map report is able to present the developed route, see Fig. 6. 

 

 
Fig. 6 Map 

Considering the requirements regarding to distribution of a 
soft drink company, the proposed method was implemented in 
a sector of the distribution area of them. The sector is bounded 
by 2

nd
 North and 4

th
 South Avenues, and 5

th
 West and 8

th
 East 

Streets in Tuxtla Gutiérrez Mexican municipality of the state of 
Chiapas, see Fig. 6. 
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V. EXPERIMENTAL RESULTS 

5 samples were used in order the processing times of the 
proposed model based on the time which Map report generate 
the image, using different flows  as shown in Table VI, this 
time is provided in minutes, seconds, hundredths of a second 
format. 

TABLE VI.  PROCESSING TIME ESTIMATION 

Flows Processing Time 

48 00:05:18 

65 00:06:24 

105 00:06:47 

142 00:06:54 

181 00:07:12 

  

 Using Excel, a statistical analysis was developed, obtaining 
the regression equation in (7). 

 y = 0.0117x + 5.2463 (7) 

An average distribution area consists in 1,000 flows. 
Estimated processing time of proposed GIS is 16.57 seconds. 
Samples using an Aspire E1-421 computer were developed.  

VI. CONCLUSIONS 

The three-equation system presented in this paper provides 
information to generate distribution area images, processing 
1,000 flows in 16.57 seconds. These equations are compatible 
with route selection models. 

A Geographic Information System is a system designed to 
capture, store, manipulate, analyze, manage and present all 
types of geographical data. 

Implementation of the developed system in this study to a 

productive system allows the user to present images that 

support distribution division staff such as distribution division 

managers, logistics managers, drivers, etcetera. Improving 

decision making and optimizing product delivery. In addition, 

the user would be able to broadcast information clearly for 

different appropriated levels. 
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Abstract— For more than 50 years, soil mechanics has been 

developed in the analysis of saturated and dry mechanical 
behavior of soils. Since 1960’s, the mechanical behavior of 
unsaturated soils has been growing its interest, this is defined by 
negative pore pressures (soil suction).  

Within their classification are the expansive soils which often 
contain minerals such as montmorillonita. These kinds of soils 
are very problematic, because they produce failures on 
foundations of civil structures built over that kind of soils. That is 
the main reason of the development of techniques to improve the 
mechanical behavior of expansive soils and to avoid the 
volumetric changes by the insertion of additives such as lime, 
Portland cement, polymers, etc.  

Nevertheless, most of the problems related with civil 
structures built over expansive soils improved by insertion of 
lime, came from the deficient quality control when lime is added 
to the expansive soil. For that reason people have resorted 
solutions like injections of whitewash. It must be remembered 
that an expansive soil has a very low hydraulic conductivity, and 
because of that is necessary to estimate the behavior of the 
hydraulic conductivity in the improvement soil.  

In the literature are mixed results, like rise of the hydraulic 
conductivity and decrease of it in the improvement soil. 

Key words: Hydraulic conductivity, expansive soils, 

improvement soils 

 

I. INTRODUCTION 

The soil is a skeletal structure of solid particles in contact, 
forming an interstitial system of interconnections among the 
pores. Those pores could be complete filled, or partial filled 
with water [1]. And can be: 

 Saturated soils with water and zero air among their 
pores. 

 Dry soils with only air in their pores. 
 Partial saturated soils with water and air among their 

pores. 

For more than 50 years the soil mechanics has been 
developed in the analysis of the mechanical behavior of 
saturated and dry soils. The dry condition was an implicit 

supposition and in the other hand the saturated condition was 
commonly used to obtain conservative results. Until the 
1960’s remain that analysis, and the interest of the mechanical 
behavior of unsaturated soils, defined by the negative pore 
pressures (suction) has been growing [2]. 

The unsaturated soils contain three phases: solid, liquid and 
gas phase; within their classification are the expansive soils 
which often contain minerals such as montmorillonita [3] 
known to be very problematic, because they can cause failures 
in the foundations of civil structures built over that kind of 
soils [4]. Some lightweight structures built over expansive 
soils can develop structural damage caused by variations of 
water content product of flow of water through the soil [5]. 

The main problem could be attributed to the bad 
compression of volume changes caused by the variations of 
water content [3]. This kind of soils can adsorb water into 
their inner structure and cause a volume increase, with the 
sufficient pressure to damage the structure. Also when the soil 
is dry it shrinks and affects the support of buildings resulting 
in subsidence. Cyclic drying and wetting of expansive clayey 
soils causes repetitive stresses [2]. 

For that reason techniques have been developed to improve 
the mechanical behavior of expansive soils and to avoid the 
volumetric changes by the insertion of additives such as lime, 
Portland cement, polymers, etc. into the unsaturated soils. 

The hydraulic conductivity of unsaturated soils is a 
function of a set of variables that describes the pore structures 
like the void ratio and porosity, the properties of liquid into 
the pore like density and viscosity, and the relative fluid 
content in the system like water content and degree of 
saturation. 

The flow of water through the soil describes a characteristic 
dependence in the quantity of pore fluid in the system. And it 
can be described in terms of the matric suction k (Ψ), degree 
of saturation k (Sr), or in terms of the volumetric water content 
k (θ). ψecause of this the hydraulic conductivity is directly 
related to the Soil-Water Retention Curve (SWRC) [7]. 
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II. BACKGROUND 

A. Soil Water Retention Curve (SWRC) 

Water movement in unsaturated soils flows from one point 
with a large amount of potential energy to other one with a 
small amount of potential energy. This is defined as the 
potential energy per unit of water, that is, it is the work 
required to bring the unit from a standard reference state to the 
point under consideration. Thus, water in the soil is subject to 
field forces resulting from the attraction of the solid matrix, 
the presence of solutes, the action of the external pressure, the 
gravitational pull, among others. The gravitational pull is 
measured from the ground surface, the external pressure is 
considered positive if the water is at a higher pressure than the 
atmosphere and negative if it is at a lower pressure. The latter 
is called matric potential and, when taken in absolute value is 
called matric suction (ȥ).Then, matric suction is produced 
from capillary forces and adsorption due to soil structure [8].  

From this way, SWRC is strongly affected by the texture 
and structure of the soil, that is, the higher the clay content is 
increased water retention by a given suction value and the 
slope of the curve is smoother [8]. This is because of the pore 
size distribution (PSD) due to which has pores of very 
different sizes from very large to very small. 

Every SWRC has different shape and position; also the 
wetting curve and the drying curve are not the same, this 
phenomenon is called hysteresis [9]. 

The SWRC can be used to estimate various parameters 
used to describe the soil behavior [10] and its use has become 
an important aspect in unsaturated soil mechanics because 
these materials have a hydromechanical coupling, it means, 
the volumetric behavior and the strength depend not only on 
the applied stress and the suction, but also its degree of 
saturation (Sr) that depends on the water content (Ȧ or θ) [11].  

 

B. Models used to determinate the SWRC (Soil Water 

Retention Curve) 

Among the techniques there are two categories: empirical 
models and physical models. With the empirical models the 
difference in the equations of the SWRC are related to 
parameters like specific gravity, percent sand, organic matter 
and other properties of the soil using an statistical regression 
[12]. Among the mathematical expressions used to describe 
the SWRC, there are equations developed by van Genuchten 
(1980) and Frendlund and Rahardjo (1993). 

 

C. Models used to determinate HCF (Hydraulic Conductivity 
Function) 

Van Genuchten develop an empirical mathematical form 
of the SWRC, nowadays this equation is largely used. 

This method is suitable to make an adjustment to relax the 
SWRC and not to predict it, just proved by [13]. He proved 
that this equation is a function of suction and three empirical 
parameters: α, n and m (eq. 2). In the other hand, from the 
SWRC can be estimated an equation that describe the 

behavior of HCF, and is also a function of the soil suction and 
the same parameters α, n and m (eq. 4). Due to the above, van 
Genuchten developed a relationship between the SWRC and 
HCF. The last one is important to estimate precisely in 
problems related to the water flow, contaminant transport, 
cyclical wetting and drying, and others. 

The volumetric water content is used in its normalized 
form, and referred to the degree of saturation. 

rs

r










 

(1) 

m
n


 



 1

 

(2) 

n
m

1
1

 

(3) 

where: ϴ = volumetric water content normalized or effective 
degree of saturation, θs = saturated volumetric water content, 
θr = residual volumetric water content. 

 
Fig. 1. Wetting and drying curves of clayey soils showing the hysteresis 
phenomenon [14]. 

If the parameters α, n and m are known as well as the 
saturated water content, the soil suction can be calculated. The 
use of this equation is limited between the air entry value and 
the residual soil suction, because of the nature of the equation. 
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According to [5] the HCF can be obtained from the SWRC 
an equation that comes from the Poiseuille equation. The next 
equation has a similar form of the presented by Kunze et al., 
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(1968) and has been modified to be used with IS units and the 
matric suction.  


 









 


m

j jw

p

SwS

sc

s

ww

ij

N

gT

k

k
k

1
22

2

)(

)212(

2
)(




  (5) 

where: the wetting and drying curves are divided into (N) 
equal intervals of the volumetric water content (Δθ), i=1 
identifies the first interval which is close to the saturated 
volumetric water content (θs), i=m identifies the last interval 
corresponding to the lowest volumetric water content on the 
experimental SWωω (θr), j is a counter from i to m; (ks) is the 
measured saturated coefficient permeability; (ksc) is the theoric 
saturated permeability coefficient (calculated from the 
SWCC); (Ts) is the surface tension of water, (ρw) is the water 
density, (g) is the gravitational acceleration, (μw) is the 
absolute viscosity of water, (θs) is the saturated volumetric 
water content, (p) it was considered equal to 1, (N=M) total 
number of intervals computed between the saturated 
volumetric water content and zero volumetric water content, 
(ȥ)j is the matric suction to the jth interval, the term                        describes the shape of the 
permeability function. 

The above expression can be written as: 
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where: Ad is an adjustment constant and is equal to: 
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Fig. 2. Typical characteristic curve of the prediction of the function of 
permeability,    as middle point of interval j of the water content    from 

the suction.    [10]. 

 

Is well known that van Genuchten method is suitable for 
adjustment of sandy and silty soils, but in clayey soils it lacks 
of accuracy. Due to the above [14] have developed a 
procedure to estimate the SWRC and its secondary cycles of 
hysteresis in unsaturated soils without using an adjustment 
equation. Results given by [14] shows advantages like: a) its 
avoided the adjustment process over the experimental data 
with equations, b) their procedure give a correlation of 100% 
between the experimental and numerical points, c) this 
correlation rises the accuracy of the main curves for 
unsaturated soils.  

This procedure has three steps: in the first one, the user 
introduce the number of points and its respective data for each 
curve (drying and wetting), in this step it’s necessary to 
convert the water content in degree of saturation. When the 
first step is finished all the data is stored in an array called 
“table”, later a polynomial of degree “n” is generated for each 
curve. This procedure is based on the interpolation of 
Lagrange and interpolation with variable increments methods. 
This allows generating a degree of saturation for any suction 
value. The second step the secondary cycles of hysteresis are 
evaluated with the procedure of Zhou et al. (2012) with 
certain modifications. Later it’s generated a slope and the 
suction value of the main curve for the degree of saturation 
evaluated. Finally it’s generated the secondary cycle and its 
corresponding differential of degree of saturation. And finally 
the third step consist in evaluate the next secondary cycle 
starting with the previous value. This procedure is shown in 
figure 3. 

 

Fig. 3. Flow chart of the determination of HCF given by [15] 

204



D. Soil improvement through the addition of lime 

The addition of lime is the most common technique to 
improve the mechanical behavior of the clayey soil, it change 
the geotechnical properties immediately after lime is added to 
soil, this treatment makes the soil behave like a granular 
material, and lost its cohesive properties: plastic index and 
expansion pressure are reduced while the permeability 
increases.  

The spreading of lime should be uniform in a specific 
percentage and there are two methods: 

1) Dry method. 
This method consists in the application of lime over the 

roadway. The lime shouldn't be placed in windy days, and it is 
necessary to spread water into the roadway to reduce dust. 

The lime must be applied in areas where could be mix with 
soil in the same day, and need to be mixed in maximum six 
hours after its application. 

Usually is applied with tanks trucks and generally are self-
unloading bulks. 

2)  Lime slurry method 
In this method, the hydrated lime and water are mixed, and 

should be placed over the roadway though gravity or pressure 
sprayers. Need to take care that lime solids don’t settle in lime 
slurry. 

One typical proportion of slurry is 1895 liters per ton. This 
slurry could be prepared in two ways; mixed in a central tank 
or add a specific amount of water and lime to truck tanks and 
mix while moving. 

This method has and disadvantage because is limited only 
to works that require a small amount of lime (4% or less) due 
to the amount of water needed to have the lime in suspension 
[16]. 

 

E. Effects of soil improvement through lime 

Soil improvement through lime leads to changes into the 
structure and texture of clayey soils, and irreversible changes 
into the hydromechanical behavior.  These changes can be 
described in three general phenomena: 

Catión Exchange: Take place after the lime is in presence 
of water. In this reaction produces ions lime (Ca++) and pH 
increase in the mix soil-lime.  

 Pozzolanic reaction: is provoques the floculation of the 
particles, further lowering soil plasticity. Moreover, it leads to 
the formation of cementitous compounds through pozzolanic 
reaction that bind soil particles together, and improve 
mechanical characteristics [17]. 

Carbonation: this reaction happens when lime reacts with 
carbon dioxide present in the air, mostly associated with hot-
dry climates where control of curing is difficult; it is a 
phenomenon that should be avoided because it inhibits the 
formation of cementitious products that hence reduces the 
material strength [18]. 

The results obtained from several investigations proved that 
the optimum percentage of lime required to improve the 
mechanical behavior is between 4 and 6 [19, 20, 21]. And a 
minimum of 4% lime is necessary to activate the pozzolanic 
reaction according to pH measurements, and swelling pressure 
is almost eliminated by 6% of lime added [21]. 

Even when this kind of soil improvement is commonly 
used in the roadways and the construction of foundations in 
civil structures, the consequences caused by adding lime in the 
clayey soil over the hydraulic conductivity are not well 
known, from qualitative and quantitative points of view. 
Plenty of results are in the literature, [22] have reported 
different results that proved the rise of hydraulic conductivity 
shown by Brandl (1981), Nalbantogle y Tuncer (2001). They 
have also reported that the hydraulic conductivity decreases 
being the case of Terashi et al. (1980). Even further there are 
results that shown the rise of the hydraulic conductivity and 
the decrease with time, being the case of Locar et al. (1996) 
and Merelková et al. (2011). 

Even more, the hydraulic conductivity depends of its 
microstructure, and its pore size distribution, and the last one 
is a direct function of the compaction conditions [17, 23]. 

 

III. DESCRIPTION OF THE PROCEDURE 

The study of hydraulic conductivity of clayey soils and its 
procedure could be done by evaluating methods like [5,14] or 
the van Genuchten’s equation. The procedure of [5] requires 
as data the saturated permeability coefficient (ks), intervals 
number (M) at which given water content range is divided, 
surface tension of water (Ts), absolute viscosity of water (μw), 
and water density to estimate the HCF in wetting and drying 
paths. The procedure is performed by few steps: 

The first step is the intervals of equal volumetric water 
content and its respective suction, the eq. (8) gives us how to 
obtain ksc, in this case it will be calculated in the first point 
where we can see ks, note that the hydraulic conductivity only 
depends on the coefficient of permeability test (ks) and the 
parameter Ad (8) doesn’t take place in the eq. (6). 
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In the other hand van Genuchten equation (4) gives how to 
obtain HCF and has important steps. The first one is that is 
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necessary to obtain an adjust of the SWRC and is given by (1) 
and (2), being (1) dependent of the volumetric water content 
(θ), saturated volumetric water content (θs), and residual 
volumetric water content (θr) given by the intersection of the 
intersection of the tangents of the curves, Fig. 4 Shows the 
procedure. 

 

 

Fig. 4. Drying curve of clayey soil,   = saturated volumetric water content,   = residual volumetric water content [14].  

To obtain the best fit of the SWRC given by (2) different 
results of α, m and n are obtained, however it’s necessary to 
have strong correlations (R2 > 0.95), this correlation is given 
by the least square method or other procedures. Fig. 5 gives us 
the values of α, m and n of the SWRC of a certain sandy soil 
with very acceptable correlations. However the correlation 
could give us inadequate results of the hydromechanical 
behavior of unsaturated soils. 

 
Fig. 5. Wetting and drying curves of sandy soil, and its best fit of α, m and n 
[14].  
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Finally, to obtain the hydraulic conductivity is necessary to 
evaluate (4) and multiplying the result by ks to relate it with 
the saturated permeability. 
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Fig. 6. Comparison of the Hydraulic conductivity vs Suction plotted in log 
scale [15].  

 

Figure 6 shows the result of comparison of the HCF using 
the drying and wetting path of the SWRC through different 
methods, where the saturated coefficient of permeability is              . It is to be noted that all the results seems to 
be very similar, and it’s to be noted that [14] have consistent 
results and also the precision can be chosen depending of the 
number of intervals. It is essential to observe that those results 
given by different procedures (e.g. Fredlund and Rahardjo, 
van Genuchten) are not the same; this is because the need of 
adjustment of their own equations, due to the above the 
obtaining of parameters such as the hydraulic conductivity are 
not precise. 

The hydraulic conductivity is shown to be essentially 
constant throughout the capillary zone and equal to the 
saturated coefficient of permeability. As the soil starts to 
desaturate as a result of the increase in matric suction, the 
coefficient of permeability also decreases and takes the form 
of a function that various over several orders of magnitude as 
the soil suction is increased. It also shows that hydraulic flow 
appears to continue until the residual suction of the soil is 
reached [24]. 
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To evaluate the impact on the hydraulic conductivity it is 
necessary to obtain the SWRC with the optimum content of 
lime and the use of the procedures described above in order to 
observe the effect when lime is added and later compare with 
the results reported by [22]. Also this analysis will be matched 
with porosimetry where the hydraulic conductivity s a 
function of the pore structure. 

 

Fig. 7. Optimum lime content for the soil of study according to nom-021-
semarnat-2000. 

 

 Figure 7 shows the lime content of the study soil obtained 
from the Hacienda of Juriquilla, located at north of Queretaro, 
which is recognized for the existence of expansive soils in the 
city. The test were carried out by the nom-021-semarnat-2000 
procedure, and can be noted in the figure that the optimum 
lime content is 7 % where the pH reaches the maximum value, 
and above that value the soil has a pH decrease. As a result of 
that the three phenomenons described before takes place. 

 

IV. CONCLUSIONS 

This research tries to evaluate the impact in the hydraulic 
conductivity product of the modification with lime in clayey 
soils, determining the hydraulic conductivity function of the 
clayey soil through the soil water retention curve not only in 
clayey soil but also in improvement soil (with optimum lime 
content). Even when the clayey soil has a very low hydraulic 
conductivity it is necessary to estimate it to judge if the slurry 
method is suitable to solve problems in foundations over the 
clayey soils. To continue with the investigation of the effect of 
the lime in the hydraulic conductivity procedures such as 
porosimetry need to be done in order to explain if there is a  
change in the interconnection of pores. 
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Abstract— The Brushless Direct Current (BLDC) motor has 

advantages like high efficiency and torque, low electromagnetic 

interference and maintenance, this make it suitable for low power 

applications, however, the addition of an electronically switching 

driver induces problems with power quality standards in a PI 

closed-loop based on Hall effect sensors. This paper presents a 

typical BLDC drive modified with a cell based on a discontinuous 

current mode converter with an active shaping technique to 

manage the DC voltage to feed the IGBT-VSI, power factor and 

Total Harmonic Distortion (THD) is improved to comply with the 

IEC 61000-3-2 standard. As a result, stresses on the IGBT 

semiconductor are reduced. Proposed cell converter design and 

experimental results are presented. 

Keywords—Brushless Direct Current, power quality, power 

factor, total harmonic distortion. 

I. INTRODUCTION  

 The BLDC motor is a type of permanent magnet machine, 
in comparison with a Brushed DC machine, the BLDC 
incorporates rare earth rotor magnets which improve the flux 
density and therefore the efficiency. The BLDC needs an 
electronic commutation rather than mechanical to change the 
phase currents at the appropriate times to produce rotational 
torque. Fig. 1 shows a typical BLDC speed control drive 
composed of three main stages: first, the AC – DC converter, in 
this case, a non-controlled diode full bridge plus a bulky filter 
capacitor to establish the DC bus, secondly, a DC-AC converter 
composed by three IGBT branches, and finally, a controller to 
manage the feedback signals from the BLDC motor and 
generate the PWM signals to control each IGBT in order to 
achieve the proper switching sequence.   

 

Fig. 1. Typical single-phase-input BLDC drive. 

 From a power quality requirement stand point, the typical 
drive has a poor performance [1], literature reported many 
topologies that use DC-DC converters instead of bulky 
capacitors to reduce the harmonic content and comply with the 
IEC 61000-3-2 standard [2]. Boost, buck – boost, sepic, cuk, 
zeta converters in continuous, discontinuous or front-end 
conduction modes are implemented in order to achieve a good 
tradeoff between power factor, THD, and semiconductor 
switching losses [3-8]. This paper proposes a DC-DC cell based 
on a flyback converter to improve the power factor, reduce the 
THD and semiconductor stresses, via an active current shaping 
technique [9]. 

II. PROPOSED OF CELL CONVERTER 

Fig. 2 shows the proposed cell which emulates the 
controlled resistor characteristic of a flyback converter operated 
in discontinuous current mode (DMC), with the addition of an 
auxiliary branch to the transformer to return part of the energy 
in order to shape the input current. 

 
 

Fig. 2. Proposed cell converter 

A. Operating stages  

The proposed cell has three stage behaviors that depend on 
the duty cycle: 

1. Fig. 3 shows the first operating stage. the main 
semiconductor switch ଵܵ  turns on, the result is an 
energy charge into the input inductor ܮ  and primary 
inductor ܮ , for this instance the current of the input 
inductor ��  is equal to the current of the auxiliary 
inductor ��௨� , at this time the converter does not 
demand energy to the AC mains. 

Identify applicable sponsor/s here. If no sponsors, delete this text box 
(sponsors). 
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Fig. 3. First stage 

2. Fig. 4 shows the second operating stage, ଵܵ  is turned 
off, ܮ  is completely discharged, and the secondary 
inductor ܮ�  discharges its energy through the output 
capacitor, at this moment the current ��௨�  is equal to 
zero, and the current �� demands energy from the AC 
main line. 

 

Fig. 4. Second stage 

3. Fig. 5 shows the third operating stage, ଵܵ  remains 
turned off, the energy in the inductor ܮ  is totally 
discharged, and the converter does not demand energy 
to the AC main line. 

 

Fig. 5. Third stage 

 The key of the input current shape is the quantity of energy 
returned into the input, the following section describes the 
procedure design and considerations. 

III. DESIGN OF CELL CONVERTER 

Equation (1) shows a typical output power of a Flyback 
converter in DCM, which depends on the duty cycle (�) and 
input voltage ( ��� ) magnitude, the inductor value ( ܮ ), 
transformation ratio (݊), and switching frequency ( �ܶ) remains 
constant, for the aforementioned condition the flyback converter 
presents a controlled resistor behavior [10].  

� = ���ଶʹ݊ܮଶ�ଶ �ܶ
   

Equation (2) defines the output power of the proposed cell 
based on a steady-state analysis taking into account the 
triangular shape of the input power at turn-off switching 
semiconductor condition. 

� = ����� −  �����ଶʹܮ   
In comparison with the output power of (1), if the inductor 

current (��), and the inductor value remain constant on (2), the 
denominator term of (2) tries to emulate the square ���  behavior 
of (1) by means of the capacitor voltage (��), in order to get an 
approximately sinusoidale behavior. 

A. Design conditions and procedure 

Equation (3) describes an equality proposed for the 
modified flyback transformer, where the subscript ܿ and �ݑ� 
make reference to capacitor and auxiliary wound, �  and � 
represents the number of turns and voltage respectively. 
 ���௨� = ����௨�   

 
Hence the transformation ratio n is given as: 

 ݊ = ��௨��  

 
Therefore the auxiliary voltage equals: 

 ��௨� = ݊��  
 
The peak input inductor current at turn-on time ��−� is: 
 ��−� = ��௨�ܮ ݐ = ܮ��݊  � ௦ܶ 

 
where the turn-on time ton is equal to duty cycle �  for the 
switching period �ܶ. 
 

For turn-off time ݐ�� the peak input inductor current is 
defined as: 
 ����−� = �� − ܮ��� ሺͳ − �ሻ ௦ܶ 

 
Due to the triangular shape of the peak current into the input 

inductor at ݐ and ݐ��: 
ܮ��݊  � ௦ܶ = �� − ܮ��� ሺͳ − �ሻ ௦ܶ 

 

(1)
 ) 

(2)
 ) 

(3)
 ) 

(4)
 ) 

(5)
 ) 

(6)
 ) 

(7)
 ) 

(8)
 ) 
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Now, resolving in terms of � and to ensure discontinuous 
behavior: � <  ͳͳ + ݊���� − ���  

 
The input inductor average current equation are given in 

(10) as: 
ۄ��ۃ  = ͳܶ௦ ∫ ��−�௧

  ݐ݀ 

 
for ݐ and ݐ�� the expression for average inductor current are 
defined by: 
ۄ��ۃ  = ܮʹ��݊ �ଶ ௦ܶ 

ۄ����ۃ  = �� − ܮʹ��� ሺͳ − �ሻଶ ௦ܶ 

  
Now, Fig. 6 shows the power block diagram, where �  is the 

rectified power, �ை  is the output power of the flyback 
transformer, and � is the partial power returned to the input 
which is function of the quantity of recycled energy ܭ  and 
rectifier power. 
 

  
 

Fig. 6. Block diagram of power flow into the cell 

 Partial power can be written as (13) and is related to average 
inductor current at turn-on time, transformation ratio, capacitor 
voltage, and duty cycle.  � = ͳ� ∫ ��݀ ���݊ۄ��ۃ

  

 And, rectified power is related to average inductor current at 
turn off time, and AC main line. � = ͳ� ∫ ���ۄ����ۃ sin �  ݀��

  

For equations (13)-(14), θ is the variable of integration  

In order to shape the current, the quantity of recycled energy 
returned to the input, will then become  ܭ =  �� = �√ሺ��ଶ − ���ଶ ሻ�� −  √ሺ��ଶ − ���ଶ ሻ 

IV. BLDC CONTROL SYSTEM 

 Fig. 7 shows a common six-step sequence, the IGBT gates 
are triggered to produce one signal per phase with a 
displacement of 120° with respect of each other into the three 

phase inverter, a typical PI closed-loop with hall effect sensors 
was performed. 

 

Fig. 7. Six-step trigger gate sequence. 

V.  EXPERIMENTAL RESULTS 

Table 1 shows the cell design values, AC input voltage, 
output voltage, switching period, input inductor, primary 
inductance, secondary inductance, auxiliary inductance, 
capacitor, and output capacitor. 
 

Table 1.  Cell Design Values 
Variable Value 

VAC = 120 V 
Vo = 48 V 
Ts = 10 us 
L = 190 uH 
Lp = 418 uH 
Ls =  17 uH 
Laux = 268 us 
C = 100 uF / 400 V 
Co = 47 uF / 100 V 

 
Fig. 8 shows the inductor discontinuous current which is 

related with the duty cycle and is the first design consideration 
by this time the duty cycle is equal to 0.27. 

 

 
Fig. 8. CH1 – Input inductor current; CH2 – Duty cycle of 

0.27, f=100 KHz 
 
According to the design, a duty cycle upper to 0.27 

generates a continuous current into the inductor, in which case, 
the cell converter behavior changes as shown in Fig. 9. 

 

 (9)
 ) 

 (10)
 ) 

 (11)
 ) 

 (12)
 ) 

 (13)
 ) 

 (14)
 ) 

 (15)
 ) 
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Fig. 9. CH1 – Input inductor current; CH2 – Duty cycle of 

0.32, f=100 KHz. 
 

A typical flyback converter deals with the drawback 
stresses from the semiconductors at DCM, a proposed cell gets 
a good trade-off between a discontinuous current and switching 
semiconductor losses are obtained, Fig. 10 shows the drain-
source signal and the control signal with a duty cycle of 0.27. 
 

 
Fig. 10. CH1- Drain-source semiconductor voltage, CH2 - 

Duty cycle of 0.27, f=100 KHz. 
 

A 48 Volts, BLM-N23-50-1000-B BLDC motor is used 
for experimental testing. Fig. 11 shows the maximum output 
voltage for D=0.27 to feed the three-phase IGBT bridge versus 
capacitor voltage or DC bus. 
 

 
Fig. 11. CH1 – Output voltage of cell converter; CH2– DC 

bus voltage. 
 

Design requirements for the proposed cell were: a specific 
duty cycle limit to ensure the discontinuous current mode and a 
controlled capacitor voltage in order to emulate a typical 
flyback DCM behavior. Fig. 12 shows the experimental result 
of the input current shape versus AC main voltage. 

 

 
Fig. 12. CH1 – AC input voltage 120Vpeak, 60 Hz; CH2 – 

AC input current (with amplification factor). 
 

A power factor of 0.98 has been obtained. Fig. 13 shows 
a comparison between Total Harmonic Distortion (THD) IEC 
6100-3-2 D class standard and the harmonic content of the 
proposed driver. 

 

 
Fig. 13. Harmonic content of the proposed driver. 

VI. CONCLUSION 

Ideally BLDC speed drives strive to reduce the 
complexity and comply with set power quality requirements. 
This paper presents a cell converter based on a typical flyback 
converter operated in DMC, with an input current shaped in 
order to feed a BLDC via a three phase inverter. Design and 
control were described through the results analysis. The 
proposed cell converter gets an approximately sinusoidale 
behavior in order to achieve a good commitment between 
simplicity of cell control, power factor, THD, and switching 
semiconductor losses. 
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Abstract—Different research works have documented that 
mortars and concretes with type-F fly ash achieve their maximum 
compression capacity in long curing periods. This work presents the 
evolution study of the strength of the mortars with fly ash with two 
pre-activation periods, with the objective of establishing a simple 
method to obtain compression strengths in early ages for these 
mortars. In order to achieve that 4 mixes were designed, one control 
mix and another mix replacing 20% of the Portland cement with fly 
ash, the other two mixes were elaborated with pre-activated fly ash in 
sodium hydroxide, with 3 and 5 days of pre-activation respectively. 
As a result of this investigation we can observe that when fly ash is 
activated an increase in the compression strength in early ages with 
longer activation periods is noted. In addition, it can be perceived 
that a better water control is needed due to the fact that both fly ash 
and sodium hydroxide have affinity with the water, and that can 
affect the mixes reducing their compression strength 

Keywords—Fly Ash, Pre-activation, Type-F, Compression 

Strength. 

 

I. INTRODUCTION 

The high volume of solid wastes generated by the industry 
demands adequate solutions for the final dispose of these 
wastes, in order to prevent negative environmental impacts 
[1]. The concrete, up to these days, has been the most used 
material in the construction of any kind of infrastructure in the 
whole history of civilization [2]. The concrete absorbs natural 
mineral resources and should be decreased its use in order to 
reduce the consumption of energy during the construction [3] 
it generates larges emissions of CO2 SO2 and NOx, 
responsible gases of the greenhouse effect [4], The fly ash is a 
industrial residue generated by the combustion of pulverized 
coal in coal burning electric plant [5], and it has been 

considered as a mineral additive for mortars and concretes due 
to his puzolanic activity. Is the most available supplementary 
cementitious element in the entire world [6, 7, 8]. In some 
cases, high volumes (>40%) of fly ash are used to achieve 
desired concrete properties and lower the production cost of 
the concrete. However, as a puzolanic reaction is a slow 
process where its contribution to the strength occurs only in 
late ages [9, 10]. 

 
The possibility of activation of fly ash lie son breaking its 

vitreous phases. [11] Considered that the required pH value to 
dissolve the alumina and sílica is closed to 13.3 o greater. 
Then, is impossible to make the fly ash to rise its activation 
speed in the fly ash – Ca (OH)2 system because its pH is lower 
than 13. The usual way to achieve a high pH value is adding 
NaOH (sodium hydroxide) or any other alkalinity in the fly 
ash.   
 

According to the past arguments, in this paper the 
evolution of the strength of mortars with fly ash with different 
pre-activation periods was observed, with the purpose of 
achieving a simple method to obtain compressive strengths in 
early ages for these mortars. Is worth indicating the reported 
work is part of a sequence of local studies related to the topic 
[12-15], that has served as a theoretical base for the 
development of this work. 

 
 
 

 
 
 

214

mailto:araiza@uaq.edu.mx
mailto:ruraji@uaq.edu.mx


TABLE 1. Chemical composition (%) of fly ash. 

Óxides (%) Cement Fly Ash 

SiO2 18.08 58.89 

Al2O3 5.58 24.84 

Fe2O3 2.43 4.94 

CaO 61.94 3.23 

MgO 2.43 0.87 

SO3 2.54 1.12 

Na2O 0.18 0.45 

K2O 0.99 1.18 

TiO2 -- 1.0 

 

II. EXPERIMENTAL WORK 

A. Materials. 

Composed Portland cement CPC-30R was used in all the 
mortars mixes (Mexican standard for cements [16] whose 
chemical composition is shown in table 1. Region mine sand 
was used as light aggregate with a dry loose volumetric weight 
of 1,180 kilograms per cubic meter and a fineness module of 
4.9.    
 

The fly ash was obtained from the coal burning electric 
plant Río Escondido in Piedras Negras, Coahuila, México. Its 
chemical composition was obtained by X-ray fluorescence 
(XRF) technique and is exhibited in table 1. We can observe 
that its calcium content is low and based on [17] it can be 
classified as a type F fly ash.  
 

A solution with an 8M molar concentration was prepared 
with sodium hydroxide (NaOH) industrial grade with a purity 
of 98% and distilled water. Subsequently the portion of fly ash 
was mixed in such solution to pre-activate it; the solution was 
labeled as NaOH-FA and the time of activation was 
established as 3 and 5 days.  

B. Specimens Preparation. 

Four different mixes were designed and prepared under the 
guidelines of [18]. In specific the dosage was ensured to meet 
a cement-sand relation of 1:3, with the right amount of water 
to accomplish the fluidity recommended by [19] and [20]. It is 
mentioned in this guidelines that the mixes with fly ash must 
accomplish a fluidity of .172 ± .005 meters (m). 

The control mixes M1-1 y M1-2 contains only Portland 
cement and light aggregate in the previously specified 
proportion. In contrast, in mixes M2-1 y M2-2 an amount of 
20% of Portland cement was replaced with fly ash. The mixes 
M3-1, M3-2 y M4 are similar to the mixes M2-1 y M2-2 with 
the difference that those mixes (M3-1, M3-2 y M4) include 
pre-activated fly ash. Mixes M3 and M4 differ in their 
activation periods, being 3 and 5 days respectively. 

In the case of mix M3-1 the NaOH-FA solution was used to 
elaborate the mix. In contrast, for the mixes M3-2 y M4, the 
pre-activated fly ash was separated from the NaOH-FA 
solution and subsequently mixed with the other constituents, 
adding the right amount of water to obtain the mix. 

The mixes were elaborated in the laboratory at a 
temperature of 24 ± 2 Celsius degrees in standardized moulds 
of 0.05 meters of diameter and 0.10 meters height, keeping the 
relation of diameter-height of 1:2. For all the compositions the 
materials were mixed in their dry state in order to achieve a 
good homogenizing for a period of 120 seconds and then 
adding the corresponding amount of water to obtain a the 
fluidity consistent with the standard.  

 
TABLE 2. Proportions of the mixes per cement unit. 

Mix. Materials Proportions No. 
Specimens 

 
C S FA 

PFA 
(3D) 

PFA  
(5D) 

7 
D 

14 
D 

M1-1 1 3 - - - 9 9 

M1-2 1 3 - - - 9 9 

M2-1 0.8 3 0.2 - - 9 9 

M2-2 0.8 3 0.2 - - 9 9 

M3-1 0.8 3 - 0.2 - 9 9 

M3-2 0.8 3 - 0.2 - 9 9 

M4 0.8 3 - - 0.2 9 9 

                                                    C = cement, S = sand, FA = fly ash, PFA = 
pre-activated fly ash, 3D = 3 days. 

 

Fig. 1. Homogenizing of dry materials. 

 
 

Dry materials were mixed in a tray in order to homogenize 
them before adding the water.   
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Fig. 2. Solution (NaOH + H2O) 8M. 

 
 

Sodium hidroxyde was prepared by adding .320 kilograms of 
NaOH per each lite.001 m3 of water (or 1 kilogram of water) 
so the relation (water/NaOH) was aproximately of 1:3 in order 
to achieve de 8 molar solution. 
 

Fig. 3. Fly Ash + Solution. 

 
 

After the preparation of the NaOH solution and one day of 
repose the type-F fly ash was poured inside the solution in 
order to activate it in the periods previously mentioned. 

 

 

 

 

 

 

 

Fig. 4. Collocation of pre-activated fly ash. 

 

Finally the solution with the fly ash previously activated is 
mixed with the dry materials to fabricate the mortar mix. 

C. Mechanic Tests. 

The compressive strength of the specimens was 
determined in accordance with [21] and using a Tinius Olsen 
universal machine equipped with a loading cell of 500 kilo 
Newtons to test the specimens. 9 specimens were tested for 
each of the mixes at the ages of 7 and 14 days, and such tests 
were executed at a room temperature of de 23 ± 2 Celsius 
degrees and a relative humidity of 50 ± 5 %.  

III. RESULTS AND DISCUTIONS. 

The specimens elaborated with the solution of sodium 
hydroxide and fly ash (mix M3-1) required more time to be 
unmolded in contrast with the rest of the mixes, this can be 
due to the presence of a great quantity of sodium hydroxide in 
the mix.  

 

A. Fluidity of the Mixes. 

The results of the fluidities for each mix are shown in table 
3. It can be observed that big water/cement (w/c) relations were 
obtained but all of the fluidities are in congruence with [19]; 
big water/cement relation obtained in the mixes is due to the 
water retention of the hydroxide and the fly ash.  

With the purpose of studying the effect that the amount of 
water has over the mechanic properties in these mixes it was 
considered that M1-1 and M2-1 mixes were elaborated with 
such an amount of water that the fluidity would be in the lower 
limit. In contrast, the mixes M1-2 and M2-2 were elaborated 
with such an amount of water that the fluidity would be in the 
upper limit.  In the other hand, mix M3-1 was elaborated with 
the total amount of the alkali solution in which the fly ash was 
pre-activated so that his fluidity would be in the upper limit 
and finally the mixes M3-2 and M4 were decanted, leaving 
only a small portion of sodium hydroxide in the fly ash paste. 
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TABLE 3. Fluidity relation of the mixes. 

 
w/c 

FLUIDITY (meters) 

1 2 3 4 Average 

M1-1  0.44 .150 .150 .145 .145 .148 
M1-2 0.55 .170 .170 .172 .172 .171 
M2-1  0.90 .160 .165 .165 .170 .165 
M2-2  1.20 .177 .178 .179 .176 .178 
M3-1  1.15 .170 .170 .170 .170 .170 
M3-2  1.23 .170 .170 .170 .170 .170 
M4  1.23 .178 .177 .178 .178 .178 

 

In reference to the mixes with fly ash, the superficial area 
contributes to an acceleration of the hydration of the mixes 
with fly ash, however, it also increases the amount of water 
required. Such effect can be appreciated when looking at the 
(w/c) relations of the mixes M2, M3 and M4 that needed more 
water to achieve the lower limit of fluidity, and all this 
because of their fly ash content. Furthermore, as established 
before, is convenient to keep a control of the water content of 
the mixes avoiding the presence of a large amount of water to 
prevent lower compressive strengths. 

B. Compressive strength of the specimens. 

The results to the compressive strength test are given in 
tables 4 and 5. It can be observed that the compressive 
strength for all the mixes increases over the time. 

 

TABLE 4. 7 days compressive strength. 

 
Arithmetic 

Mean (kg/cm2) 
Standard Deviation 

(kg/cm2) 

M1-1 92.29 14.95 

M1-2 79.19 7.31 

M2-1 52.16 8.36 

M2-2 59.20 2.70 

M3-1 19.84 1.47 

M3-2 58.00 6.05 

M4 48.06 2.63 

 

TABLE 5. 14 days compressive strength. 

 
Arithmetic Mean 

(kg/cm2) 
Standard Deviation 

(kg/cm2) 

M1-1  87.24 13.89 

M1-2  82.94 7.34 

M2-1  54.96 9.61 

M2-2  71.70 4.01 

M3-1  25.22 1.26 

M3-2  58.45 2.40 

M4  60.56 6.96 

 

Compressive strength of the mixes fluctuates due to their 
constituents and their curing periods. It can be noticed that the 
specimens that contains fly ash without pre-activation have a 
lower compressive strength for short-term curing periods in 
contrast with the control mix. Such effect has already been 
proved in previous works that have contributed to the state of 
the art.  
 

Paying attention to the 14 days-compressive strength we 
can observe that the mix M3-2 with pre-activation of the fly 
ash acquires a mayor strength compared to the mix M2-1 
which had no previous activation. This continues to be 
concordant with other author’s works in relation to the pre-
activation of fly ashes in short activation periods. 
  

In comparison between the mixes M3-2 and M4 it can be 
observed an increase in the compressive strength in a longer 
pre-activation period, which makes us infer that greater 
strengths can be achieved with longer pre-activation periods 
 

In the case of the mix M3-1 some specimens were let to a 
40 days curing period which reflected a lower compressive 
strength.  

TABLE 6. 40 days compressive strength. 

 
Arithmetic Mean 

(kg/cm2) 
Standard Deviation 

(kg/cm2) 

M3-1 41.78 3.98 

 
 

Fig. 5. Compressive strengths. 

 
 

The ASTM C109 and ASTM C39 metion that two or three 
specimens from a batch of mortar must be tested for each 
period of test or test age, all this for mortars and concretes 
with a Portland cement base. In our case the quantity of 
specimens tested is associated with a 90% confidence in the 
results, having in mind that these materials are too 
heterogeneous and anisotropic, and using this to determine a 
design compresive strength that ensures tht theapplied mortar 
is trustworthy.  
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IV. CONCLUTIONS 

This study showed that mixes that contain fly ash present 
lower strength compared to those of a conventional mix in 
short curing periods, however, when the pre-activation of the 
fly ash is done the compressive strength of the mixes raised 
over the time, is necessary to take into consideration some 
important points:   
 

 The pre-activation time is an important factor to 
achieve greater strengths, as we saw in figure 5, 
because a greater gain of strength is perceived due to a 
longer pre-activation time. Is advisable to gather data 
of the compressive strengths of mortars with fly ash 
pre-activated for a longer period of time and with 
prolonged curing periods.  

 Is most likely that the existence of the sodium 
hydroxide inside the fly ash paste have inhibited the 
hydration reactions between the particles of the 
Portland cement and the fly ash, not allowing the 
crystalline microstructures that have influence in the 
mechanic resistance of these materials to be generated  
(calcium silicate hydrates-CSH and ettringite). Such 
effect can be observed by comparing the compressive 
strength between the mixes M3-1 and M3-2 where the 
first mix contained the mayor quantity of sodium 
hydroxide. 
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Abstract— The conventional design of a gearbox is deficient 

because it dismisses the effects of dynamic iterations between 

components as external excitations due to defects on thereof, 

which can cause early failure. In this paper, a methodology based 

on a continuous genetic algorithm and a dynamic model is 

presented in order to minimize vibrations or to eliminate 

resonances on a simple gearbox by maximizing the distance 

between their excitation frequencies which often-overlap. Also, 

there were proposed two objective functions to deal with the 

optimization problem, a weighted sum of cost functions and a 

maximum minimum distance. The results show that the function 

objective maximum minimum distance improve the distribution 

between the excitation frequencies, therefore, they can be applied 

for the design of a gearbox. 

Keywords—optimization; gearbox dynamic; continuous genetic 

algorithm. 

I. INTRODUCTION 

In this paper, a methodology for the optimal design of a 
simple gearbox based on their dynamic model is presented. This 
is performed by a continuous genetic algorithm that finds the 
best distribution between the excitation frequencies (due to 
defects in the elements), additionally, a comparison among two 
different objective functions was made. So that the noise is 
minimized and the resonances are eliminated. 

Because of the need to transmit power and motion, 
gearboxes are present in a wide range of machines. However, 
the methodology used in the conventional design of a 
transmission is based on the selection of components using 
standards and above all, in the experience of the designer. 
Therefore, the dynamic interactions between its components are 
scarcely considered. 

 The literature reports several studies related to the optimal 
design of gears, bearings and gearboxes. Many of them focused 
on minimizing the volume, as Gologlu and Zeyvali [1] who 
minimized the volume of gear trains by a genetic algorithm. It 
were used restrictions related to the geometry of the gears and 
the normal module, the number of teeth and the face width were 
chosen as design variables. Rajiv [2] also used a genetic 
algorithm to optimize volume in crowded cylindrical roller 
bearings, he used design constraints to improve the life of 
bearings. Huang et al. [3] reduced the volume of medium sized 
motor truck based on structural features and design 

requirements, they used a sequential quadratic programming. 
Zhang et al. [4] optimized the volume of a spiral bevel helical 
gear. They took into account 14 design variables mainly related 
to the geometry of the gears. Qimin and Qili [5] optimized a 
planetary gear reducer to minimize their volume using particle 
swarm optimization. 

Moreover, vibration studies have only focused on 
minimizing the transmission error and noise. Bonori et al. [6] 
used a genetic algorithm to optimize spur gears by micro-
geometric modifications and minimization of the static 
transmission error which causes vibrations. Faggioni et al. [7] 
used profile modifications in spur gears in order to reduce gear 
vibrations related to static transmission error and dynamic 
transmission error by a mean Random–Simplex optimization. 
Kong et al. [8] suggested the use of optimization algorithms of 
a single parameter. They proposed the Quasi-Newton method 
for minimizing the starting torque and torque fluctuations that 
may cause noise and vibrations in a magnetic planetary gear 
transmission. 

All these works had positive results using different 
optimization methods. However, genetic algorithms and 
particle swarm optimization stand out because they are simpler 
to implement and they always find a solution even if the model 
is discontinuous or the solution space has abrupt changes. 
Nowadays, there is a discussion about which optimization 
algorithm is the best. But, in this work a genetic algorithm was 
chosen because there are more implementation references. 

II. DYNAMIC MODEL 

The dynamic interactions between the components of a 
mechanical transmission cause external excitations due to 
defects from thereof. These excitations generate vibrations, 
therefore, it is necessary to prevent frequencies overlapping, so 
as to prevent early failure. The natural frequencies of the system 
are not considered because usually found far from the excitation 
frequencies. Case study corresponds to a one stage gearbox. 

The goal of this work is to minimize the vibrations of a 
gearbox by maximizing the distance between their excitation 
frequencies that commonly overlap. From [9], four excitation 
frequencies (1-4), due to the kinematics of each bearing, were 
taken.  
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ir=N/2[1+d/D*cos()]i (1) 

or=N/2[1-d/D*cos()]i (2) 

c=1/2 [1-d/D*cos()]i (3) 

re=D/d[1-(d/D*cos())2]i (4) 

 

The frequency or corresponds to the contact frequency 
between the roller element and the internal track, or is the 
contact frequency between the roller element and the external 
track, c is the casing frequency and re is the roller spin 
frequency. These frequencies are multiplied by the rotational 
speed i.  N is the number of rolling elements, d is the rolling 
element diameter, D the pitch diameter and the axial contact 
angle α.  

Additionally, the frequency of the pinion p  (5), the gear 
frequency g (6) and the gear mesh frequency gm (7) were 
taken into account.  is the excitation frequency of gearbox, r 
is the reduction ratio and Ng is the number of teeth of gear. The 
pinion teeth number Np is determined by the variables Ng and r. 

p= (5) 

g=p/r (6) 

gm=g*Ng=p*Np (7) 

 

III. DEFINING THE OPTIMIZATION PROBLEM 

Genetic algorithms (GA), which were invented by John 
Holland in 1975, are a heuristic method based on “Survival of 
the fittest”.  They combine the persistence of the strongest with 
a random exchange of information arranged to form a search 
algorithm. In every iteration, a new generation is created using 
data of the fittest previous set. However, genetic algorithms are 
not just a random path, they efficiently take advantage of 
historical information to speculate new search points with an 
expected improvement in performance [10].  

In this optimization problem a continuous genetic algorithm 
was proposed as it provides many advantages over binary 
genetic algorithm [11]. First, in a continuous genetic algorithm 
the design variables are represented by floating point numbers 
with the machine precision rather than have precision limited 
by their binary representation. Second, the continuous GA 
requires less storage than binary GA because a single floating 
number represents the variable instead of N bits integers. 
Finally, the continuous genetic algorithm is naturally faster than 
binary GA since the chromosomes do not have to be decoded 
prior to the evaluation of the cost function. 

A. Objective function 

 The goal of optimization is to maximize the distance 
between the frequencies which usually overlap. To achieve this, 
two objective functions were proposed, a weighted sum of cost 
functions and a maximum minimum distance. 

1) Weighted sum of cost functions 

This objective function lies in maximizing the weighted 
sum [11] of the differences between consecutive frequencies. 
The weight values wn were determined experimentally. 

cost=  10 
wn |n+1-n| (8) n=1 

 
 
 
 

2) Maximum minimum distance 

This objective function consists on maximizing the 
minimum difference between among all consecutive 
frequencies as shown (9). 

cost= min |n+1-n| (9) 

 

B. Design variables 

The excitation frequencies of each bearing were determined 
by the number of rolling elements, the rolling element diameter, 
the pitch diameter and the axial contact angle (Fig. 1). 
Nevertheless, these parameters are encompassed in the first and 
second design variables, b1and b2, inasmuch as the values of 
these parameters are extracted from a database of 192 actual 
bearings. 

 
The third and fourth design variables, Ng and r, equate to 

the number of teeth of gear and the reduction ratio. Finally, the 
design variable vector (chromosome) is expressed as: 

X = {b1, b2, Ng, r}      (10) 

C. Contraints 

In a genetic algorithm can be observed different kind of 
restrictions as inequality constraints, equality constraints and 
domain constraints. The latter establishes the lower and upper 
bounds on the variables, in this case, the bounds are expressed 
in (11-14). The values of b1 and b2 are limited by the size of 
the database bearings. In order to ensure that the minimum 
number of the pinion teeth is 4, the minimum value of Ng is 13 
and the maximum value is 152 according to standard. Non-
limiting pinion-gear options, a slight variation was added in the 
reduction ratio r. 

 
Figure 1 Bearing parameters. 
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1 < b1 < 192 (11) 
1 < b2 < 192 (12) 
13 < Ng < 152 (13) 
2.99 < r < 3.1 (14) 

  

On the other hand, for this case, it is only necessary to define 
a restriction of inequality, the difference between consecutive 
distances must be greater than 2.5 Hz [12] (15). 

|n+1 -n| > 2.5 Hz  (15) 

IV. PROGRAMMING THE GENETIC ALGORITHM 

The genetic algorithm is composed of four main modules 
and its flowchart can be seen in Fig. 2. To start, the population 
size, Npop, the generation number, Nger, the rates of mutation, 
Nmut, and the probability of crosses, Nmat, are established.  

Subsequently, the first population is generated with random 
values between the upper and lower limits. Thus, the algorithm 
begins to iterate until it reaches the set number of generations. 

 

A. Fitness evaluation and penalities. 

The fitness evaluation is conducted for each individual 
(chromosome) of the population as follows: 

 Find mechanical transmission frequencies that 
commonly overlap (1-7). 

 Sort frequencies. 
 Get the cost (8) or (9). 

The penalty method from [13] was used to apply the 
limitation of the minimum distance, so, the optimization 
problem with a weighted sum of cost functions becomes: 


10 

wn [|n+1-n| - p  (16) i=1 

 

With the objective function maximum minimum, the 
optimization problem turns into: 

    min[|n+1-n|-p] (17) 

In both cases, is the penalty function and p is the penalty 
coefficient, which are applied each time the constraint is 
violated. 

 |n+1-n|          (18)

p wn |n+1-n|)/150        (19) 

 

B. Selection and Crossover. 

According to the mating rate, the highest values from fitness 
evaluation and penalties are selected to be parents and the 
offspring are combination of them. Next, a point crossover  is 
chosen randomly (18).  

= round (random * size chromosome)       (18) 

Then, the variables after point crossover are combined, as 
shown (19 and 20), to form new variables that will appear in 
the children. p represents the variables after point crossover, 
is a random number between 0 and 1, d and m distinguish 
between the dad and the mom parent [11].   

     Off1 = pm- (pm- pd)                    (19)
      Off2 = pd- (pd- pm)                    (20) 

C. Mutation 

The mutation operator produces spontaneous random 
changes in various chromosomes [14]. In order to do this and 
avoid a global minimum, random numbers are elected to select 
the row and columns of the population matrix to be mutated 
[11]. A mutated variable is replaced by a new random variable 
between upper and lower limits. 

V. RESULTS 

The case of study corresponds to single-stage gearbox, ie 
with four bearings (two equal), two shafts and two gears       
(Fig. 3). In order to implement the continuous genetic algorithm 
the following parameters were defined: 

Npop = 25 
Nger = 500 
Nmat = 0.4 
Nmut = 0.1 
r=3 

 = 26.166667 Hz 

Start

Set: Npop, Nmat, Nmut, 

Nger

Initial random population

Fitness evaluation

and

Penalties

Selection

Crossover

Mutation

i=Nger

End

Yes

No

i-Population

 
Figure 2 Flowchart of genetic algorithm. 
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A. Continuous genetic algorithm with a weighted sum. 

The values of the initial design are shown on table 1 and 
they correspond to the best design variables from first 
generation of genetic algorithm. The excitation frequencies of 
the input bearing and the output bearing are noted on table 2 
and 3, respectively. The frequencies associated with the gears 
are shown in table 4. 

Table 1 Best design variables values 

Initial values 

b1 b2 Ng r 

12 146 136 3.0891465 

 

Table 2 Input bearing 

Initial values (Hz) 

ir or c re 

503.5304 429.8028 13.4313 354.4204 

 

Table 3 Output bearing 

Initial values (Hz) 

ir or c re 

118.9256 98.1086 4.2655 88.3430 

 

Table 4 Gears 

Initial values (Hz)

p g gm 

29.16667 9.4362 1283.3333 

 

The frequency spectrum of the initial design of the gearbox 
is shown in Fig. 4. In this spectrum, it can be seen that the 
distance between consecutive frequencies are fairly distributed. 
The minimum distance between frequencies was 3.9896 Hz. 

After implementing the algorithm, the maximum weighted 
sum was obtained. The final values design are shown on       
table 5. The excitation frequencies of the input bearing and the 
output bearing are noted on table 6 and 7, respectively. The 
frequencies associated with the gears are shown in table 8.      

The frequency spectrum of the final design is shown in Fig.5. 
The convergence of the genetic algorithm is shown in Fig. 6. 

 

 

 

 

 

 

 

 

 

 

Table 5 Best design variables values 

Final values 

b1 b2 Ng R 

8 191 150 3.0050 

 

Table 6 Input bearing 

Final values (Hz) 

ir or c re 

532.7629 458.9037 13.4971 376.1624 

 

Table 7 Output bearing 

Final values (Hz) 

ir or c re 

64.0523 42.8920 3.8992 45.6038 

 

Table 8 Gears 

Final values (Hz)

p g gm 

29.16667 9.7222 1458.3333 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Final design 

 
Figure 3. Single-stage gearbox 

 
Figure 4. Initial design 
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B. Continuous genetic algorithm with maximum minimum 
distance. 

The values of design variables from first generation are 
shown on table 9. The excitation frequencies of the input 
bearing are noted on table 10 and the output bearing on table 
11. The frequencies related with the gears are shown in table 
12. 

TABLE 9 Best design variables values 

Initial values 

b1 b2 Ng r 

9 112 91 3.0047 

 

Table 10 Input bearing 

Initial values (Hz) 

ir or c re 

530.4836 461.1830 13.5642 376.4135 

 

Table 11 Output bearing 

Initial values (Hz) 

ir or c re 

132.4791 107.9054 4.3162 89.9050 

 

Table 12 Gears 

Initial values (Hz)

p g gm 

29.16667 9.6153 875 

 

The frequency spectrum of the gearbox in its initial 
configuration is shown in Fig. 7. Despite being the first 
generation, distribution of frequencies is quite good, the 
minimum distance between frequencies was 3.9488 Hz. 

Lastly, the maximum minimum distance between adjacent 
frequencies was found. The final design variables are in table 
13. The excitation frequencies due to bearings are shown in 
table 14 and 15 and the frequencies of the gears are in table 16. 
The spectrum frequency of the final design of the gearbox is 

shown in Fig. 8. The convergence of the genetic algorithm is 
shown in Fig. 9. 

 

Table 13 Best design variables values 

Final values 

b1 b2 Ng r 

9 42 10 3.0335 

 

Table 14 Input bearing 

Final values (Hz) 

ir or c re 

530.4836 461.1830 13.5642 376.4135 

Table 15 Output bearing 

Final values (Hz) 

ir or c re 

102.3501 81.3998 3.8761 68.6498 

 

Table 16 Gears 

Final values (Hz)

p g gm 

29.16667 8.75 87.5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6. Convergence of the genetic algorithm 

 
Figure 8. Final design 

Figure 7. Initial design 

223



 

 

 

 

 

 

 

 

 

 

 

 

VI. DISCUSSION 

Fig. 5 shows the distribution of gearbox excitation 
frequencies after implementing the genetic algorithm. Although 
the maximum sum was obtained,   the minimum distance 
between frequencies was decreased to 3.7912 Hz compared 
with the Fig. 4 with the initial values. This is because the values 
of the weights are not suitable when there is a significant 
change in the values of the design variables, so that would 
require a dynamic adjustment of weights.  

Fig. 7 shows the initial distribution of gearbox excitation 
frequencies, which differ from the values of Fig. 4 because the 
initial values are random. Fig. 8 shows the distribution of 
gearbox excitation frequencies after implementing the genetic 
algorithm with the maximum minimum distance. It can be seen 
that the frequencies of the optimum design (Fig. 8) are much 
better than the original design (Fig. 7). The minimum distance 
between consecutive frequencies was 4.8142. This ensures that 
the gearbox frequencies are not in resonance.  

VII. CONCLUSIONS. 

The dynamic interactions between the elements of a 
gearbox are hardly considered in the convectional design, 
however, there are external excitations due to the defects on the 
components that it could decrease the life of them. The results 
of the proposed method show that it is possible to optimize the 
design of gearboxes in order to minimize vibrations and to 
eliminate resonances because of external excitations. 

Two objective function were proposed, a weighted sum and 
a maximum minimum distance. Both algorithms found the 
optimal solution but the weighted sum require a dynamic 
adjustment of weights because of the significant changes in the 
values of the design variables decreased the minimum distance 
between adjacent frequencies. In contrast, the maximum 
minimum distance improve smoothly the minimum distance 
between consecutive frequencies. 
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Abstract—A two-dimensional moisture diffusion model is solved. 

The model is capable of predicting soil suction changes in 

expansive soils under a waterproof surface (e.g., flexible slab 

model) with respect to time when the supporting soil mass is 

subjected to climatic boundary conditions that cause moisture 

changes. The moisture movement in unsaturated soils model 

was based on Mitchell’s diffusion equation for soil suction. A 

program written in APDL language that runs Ansys 

environment was developed that allows the solution of the 

problem with 2-D Thermal transitory finite element with 4 

linear degrees of freedom, characteristics for potential 

problems; the analogy of fields included solving a problem of 

suction base to a thermal transient model. The period of time 

considered into the analysis was of 2 years, obtaining suction 

profiles over the time, finding that Jurica soil suction remains 

constant at depth of 4 (four) meters describing the moisture 

active zone. 

Keywords—Diffusion; soil suction; Mitchell’s equation; 
ANSYS; 2-D Thermal transient finite element. 

I. INTRODUCTION 

 
Within the study of unsaturated soils, exist a group of soils 

with a peculiar problem when their state of moisture varies; 
called expansive soils. Expansive soils suffer volumetric 
deformations due to the change of the gravimetric moisture; 
these alter the internal structure suffering swelling when 
absorb moisture, and likewise, shrinkage at lose moisture.  

Suction is the potential of pressure having the soil to retain 
water in its interior, the suction is intrinsically related to 
changes of humidity in soil mass, thus, suction is the most 
important property to relate the cycles of moisture that are 
shown in a specific region. There is thus a depth that defines a 
region who presents volumetric distortions due to the change 

of suction over time in expansive soils, called moisture active 
zone. 

In this paper a proposal is conducted to determine the 
depth of the active zone in expansive soils by the numerical 
solution of Mitchell’s diffusion equation [13] to analyze the 
moisture flow in unsaturated soils, using suction as the state 
variable for a 2D finite element model similar than [6], [8] and 
[18]. 

II. NUMERICAL SOLUTION OF THE DIFFUSION EQUATION 

 
A unsaturated soil volumetric change is caused by changes 

in its efforts, either by the net normal stress or the matric 
suction; matric suction changes can occur as a result of the 
variation in climatic conditions, the water taken by the 
vegetation, the depth of groundwater level change, the excess 
of irrigation in the gardens up to extraordinary agents as the 
leak in pipes within the medium [5].  

Through the application of the law of Darcy and moisture 
flux continuity equations can be obtained the following 
diffusion equation to describe unsaturated moisture flux [10], 
[15]: 

 

























j

ij

i x
k

x

u

t

u 


                                                                  (1) 

 
where: 
(u) is the total suction, (θ) volumetric water content, (ψ) is the 
potential of mass flow, (t) is the variable time, (kij) is the 
hydraulic conductivity, (xi, xj) spatial coordinates. 
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If it is assumed that the soil is homogeneous and isotropic 
body, differential former ruler the equation can be written as 
[7], [12]: 
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where: (u) is the total suction, (D) the coeficient of diffusion, 
c = Δθ/ Δu is the characteristic humidity, (k) is the hydraulic 
conductivity, (ρd) is the dry density of the soil, (θ) the 
volumetric water content, (x,y,z) spatial coordinates, (t) time 
variable.  
 
Being D equal to: 
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s

k
D







                                                             (2.a) 
 

The phenomenological equation (2) putting in two-
dimensional form, can be analyzed under the Galerkin 
method [16], [19], which consists of evaluating the integral 
waste weighted with respect to the spatial coordinates for a 
fixed time. 

 {�ሺ�ሻ} = − ∫ [�]� ቆ�௫ �ଶ��ݔଶ + �௬ �ଶ��ݕଶ − � ݐ��� ቇ �ሺ͵ሻ         ܣ݀  

 
Where u = ϕ and Galerkin weighted residues are assimilated 
to the shape functions of the finite elements [W]T = [N]T, 
separating integral is: 
 {�ሺ�ሻ} = − ∫ [�]� ቀ�௫ �2��௫2 + �௬ �2��௬2 ቁ �ܣ݀ + ∫ [�]� ቀ� ���� ቁ �ܣ݀    (4) 

 
The derivative terms of second grade can express themselves 
differently in accordance with the chain rule, if the following 
amount is taken into account: 
ݔ��  ([�]�  ሺͷሻ                                                                                            (ݔ���

 
Evaluating (5) is then: 
ݔ��  ([�]� (ݔ��� = [�]� ቆ�ଶ��ݔଶ ቇ + ݔ��[�]� ݔ���                                    ሺͷ. ܽሻ 

 
Similarly to the term derivative in the direction 'y' is 
evaluated, and thus replaced (5.a) (4) obtaining: 
 

{�ሺ�ሻ}= − ∫ [�]� ( ݔ�� (�௫ (ݔ��� + ݕ�� (�௬ ((ݕ��� +�ܣ݀ ∫ ቆ�௫ ݔ��[�]� ݔ��� + �௬ ݕ��[�]� ቇݕ��� +�ܣ݀ ∫ [�]� (� ݐ��� ) �ܣ݀                                                                               ሺሻ 

 
Equation (6) can be written in a final form replacing the 
following relations of φ: 
 �� = [�]{Φ�}                                                                      (7) 
 
Deriving (7) with respect to t: 
 ���� = [�]{Φ̇݁}                                                                      (7.a) 
 
Replacing the terms (7) and (7.a) in (8) and regrouping the 
equation we get: 
 {�ሺ�ሻ} =− ∫ [�]� ቆ ��௫ ቀ�௫ ���௫ቁ + ��௬ ቀ�௬ ���௬ቁቇ �ܣ݀ + ∫ ቀ�௫ �[�]��௫ �[�]�௫ +��௬ �[�]��௬ �[�]�௬ ቁ ܣ݀ {Φ݁} + ∫ ሺ�[�]�[�]ሻ݀ܣ� {Φ̇݁}                       ሺ8ሻ  

 
Which (8) has the general form: 
  {��} = {���} + {���}                                                       (9) 
 
Where {RD

e} is equivalent: 
 {���} = {�ܫ} + [��]{Φ�}                                                 (10) 
 
And also: 
{�ܫ}  = − ∫ [�]ܶ ቆ ݔ�� ቀ�ݔ ቁݔ��� + ݕ�� ቀ�ݕ ቁቇݕ��� ܣܣ݀                   (10.a) 

 
being the inter-element that defines the residue of the 
integral, it is the value that the integral reduces to zero; This 
element has been practically omitted since its boundary 
conditions will be subsequently included in the global matrix 
of rigidities; its omition is not material so it can be said that 
the solution is approximate. 
 [��] = ∫ ቆ�ݔ ݔ�ܶ[�]� ݔ�[�]� + ݕ� ݕ�ܶ[�]� ݕ�[�]� ቇ ܣܣ݀      ሺͳͲ. ܾሻ 

 
The equation (10.b) can be defined more compactly by taking 
into account: 
[ܦ]  = ݔ�] ͲͲ  (c.10)                                                             [ݕ�

227



And the gradient vector {gv}: 
{ݒ�}  = {ݕ���ݔ���} = ݕ�[�]�ݔ�[�]�] ] {Φ�} =  (10.d)                        {�Φ}[ܤ]

 
Stiffness matrix (10.b) of the problem is then written by 
substituting (10.c) and (10.d) as: 
 [��] = ∫ ܣܣ݀ [ܤ][ܦ]ܶ[ܤ]                                                           (11) 
 
And finally the quiasi dynamic term is: 
 {���} = ∫ ሺ�[�]ܶ[�]ሻ݀ܣܣ {Φ̇�} = [ܿ�]{Φ̇�}                     (12) 
 

When the elementary matrices are coupled with 
other arrays of other elements and summed over all the 
elements using the procedure of direct stiffness, it has 
resulted in a system of differential equations of the first order 
given by: 

{Φ̇} [ܥ]  + [�]{Φ} = {Ͳ}                                                    (13) 
 
where [C] is called the capacitance matrix which houses the λ 
factor that defines the quasi-dynamic process. The array [K] 
is the global stiffness. Being the vector: 
 {Φ̇}� = [�Φͳ�ݐ �Φʹ�ݐ … �Φ��ݐ ]                                                 (14) 

 
The system of equations described in eq. (13) can be 

solved similarly to the methods associated with the solution 
to the problems of heat transfer [16] using the approximation 
of finite difference time domain to generate a numerical 
solution. 

 
Referring to the fig 2.1 several relationships can be obtained, 
using the mean value theorem, the slope at time ξ is obtained 
and can thus approach the value of ϕ (ξ) in terms of ϕ (a) and 
ϕ (b). 
ݐ݀�݀  ሺ�ሻ = �ሺܾሻ − �ሺܽሻΔݐ                                                       ሺͳͷሻ 

 
Coming to the expression: 
 ϕሺξሻ = ሺͳ − θሻϕሺaሻ + θϕሺbሻ                                        (16) 
 
where: 
 � = � − ܽΔݐ                                                                        ሺͳ. ܽሻ 

 

 
Fig. 2.1 Approximation of ϕ(a) given ݀� ⁄.ݐ݀  

 
The above equations can be generalized to a set of 

values nodal replacing ϕ(a) and ϕ(b) by column vectors 
containing the nodal values. For which the equation (13) can 
be rewritten by combining equations (15) and (16) to vector, 
resulting form: 
 ሺ[ܥ] + �Δݐ [�]ሻ{Φ} = ሺ[ܥ] − ሺͳ − �ሻ�ݐ[�]ሻ{Φ}       (17) 
 
Regardless of the value taken for θ, the final set of equations 
has the general form: 
{Φ}[ܣ]  =                                                           (18){Φ}[ܪ]
 

III. MODEL ANALYSIS AND RESULTS 

 
For the numerical-computational solution was 

developed a program written in APDL language that runs 
Ansys environment, and allows the solution of the problem, 
so it used finite element 2-D Thermal transient with 4 linear 
degrees of freedom [3], characteristics for potential problems; 
the analogy of fields included solving a problem of suction 
base to a thermal transient model. The 2D (fig. 3.2) model to 
solve was a region with 16 meters of length with 8 meters of 
depth and a waterproof membrane at the midpoint of the 
surface, with 8 meters of length; it is positioned to simulate 
the presence of a foundation. The passage of time in the 
transient model has been established according to the 
relationship between their dimensions and their constituent 
properties [16]. Establishing that the minimum dimension of 
the finite element used has been 0.25 m. 

 
For the solution of the transient model is initially 

defined an array with initial values of suction in the soil, 
initiated a process with the suction of balance. At each 
interval of time distribution of suction in the soil inside as on 
the borders thereof is calculated. The equation that 
characterizes the boundary conditions of the model that 
relates the variation of suction of soil due to climatic changes 
during the time should be defined according to each region. 
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According to [8] the climatic conditions of the 
northeast of Adelaide, South Australia, finding that the 
suction surface can vary from sinusoidal in response to 
climate cycles way is: 
,ሺͲݑ  ሻݐ = �ܷ + ܷcos ሺʹ��ݐ − �ሻ                                     (19) 
 
Being Ue suction of balance (pF), Uo the amplitude of the 
cycle of suction or the maximum change of suction on the 
surface of the soil (pF), n is the rate of climate change, P is 
the phase angle which is used to set the starting point and t 
the time variable. Being pf = log10[u(kPa) + 1.01]. 
 
According to the surface values of suction measured by [9] 
and [14] during the months of March to November, to the 
expansive soil of Jurica, Querétaro, a curve was adequate 
with sinusoidal shape (eq. 20) based on the parameters that 
defines Li [7], [8], shown in Fig. 3.1 it graphical 
representation. 
,ሺͲݑ  ሻݐ = Ͷ.Ͷ + Ͳ.ʹͶcos ሺ �ଵ8 ݐ − �6ሻ                                   (20) 

 

Fig. 3.1. Variation of the surface suction (pF) vs time (days)  in 
Jurica soil, Qro. 

 

 
Fig. 3.2. (2-D) Thermal transient Finite element model solved. 

 
The permeability (k) in unsaturated soils is not 

constant, varies respect soil suction, this parameter can be 

defining into the model with hydraulic conductivity (k(s)) 
equations proposed by [4], [12] and [17] using the soil water 
retention curve (SWRC), therefore each node of the finite 
element model will have a certain value k(s) which can be 
included in eq. (3) as a similar form that in [11]. 

 
 According to [13] the diffusion coeficient (D) is 

assumed constant over a small suction change, therefore in 
thE model, D was obtained from the wetting tests; the results 
can be seen in table 1. Likewise a constant permeability 
coefficient kx = ky = k was used with value of 1.32E-07 m/seg 
from tests. 

 
The factor T = 0.3 was obtained from adjusting the values 
obtained in the test with Figure 3-1 from [6], hence the 
diffusion coefficient can be calculated as: 
 

t
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                                                                       (21) 
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Table 1 Diffusion coefficient, D. 

x 

(mm) 

x/L u 

(kPa) 

u  

(pF) 

A T= 0.3 

18.9 0.152 700 3.86 -0.579 t= 172800 s 

28.46 0.229 690 3.85 -0.575 L= 124.3mm 
50 0.402 450 3.66 -0.478 U0= 4.5 pF  

71.54 0.576 360 3.57 -0.427 UL= 2.75 pF 
18.9 0.152 700 3.86 -0.579 Δu= -1.75 pF 
 
In [1] a new technique to determine the coefficient of 
unsaturated diffusivity is given by the similarity to determine 
D in the laboratory in a similar way to the coefficient of 
consolidation laboratory determination. 
 
Following results of analysis shows the variation of suction 
within the soil mass through time (fig. 3.3 to 3.9). It was 
plotted at 60 days, 120 days, 240 days, 360 days, 480 days, 
600 days and 720 days respectively.  
 
As we can see in figures 3.3, 3.4, 3.5, 3.6 and 3.7 the suction 
distribution beneath the waterproof surface maintains 
constant suction value around 3.38 +- 0.01 pF over the time 
in an approximate depth of 0.25 m. Similarly suction is 
maintained constant at the bottom of the model grid which 
indicates a non- flow of moisture under a certain depth (limit 
of active zone). Also it can be observed how the suction 
changes drastically around the waterproof surface, where 
indeed the phenomenon of evapotranspiration exists. 
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Fig. 3.3. Suction variation (pF) at 60 days. 

 

 
Fig. 3.4. Suction variation (pF) at 120 days. 

 
In figures 3.10, 3.11 and 3.12 shows the 

relationships obtained from suction change in time with 
respect to depth to a point located at 2.0 m, 4.0 m and 8.0 m 
from the left superior corner of the mesh in x axis.  

 
We can observed that the soil suction below the center of the 
waterproof surface (fig. 3.12) has a minimum suction range 
of variation, from 4.34 pf to 4.40 pf, compared with the free 
area (fig. 3.10) subject to climatic changes from 4.16 pf to 
4.64 pf, but preserving in but cases a constant value of soil 
suction at a depth of approximated 4.0 meters which 
according with [10] describes the moisture active zone. 
 

 
Fig. 3.5. Suction variation (pF) at 240 days. 

 

 
Fig. 3.6. Suction (pF) variation at 360 days. 

 

 
Fig. 3.7. Suction (pF) variation at 480 days. 
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Fig. 3.8. Suction (pF) variation at 600 days. 

 

 
Fig. 3.9. Suction (pF) variation at 720 days. 

 

 
Fig. 3.10. Suction vs depth in x=2.0m (free area) [Days / Mag(60): 

Blue(120): Green(180): Yellow(240): Red(300): White(360)]. 
 

 
Fig. 3.11. Suction vs depth in x=4.0m (left corner of waterproof 
surface) [Days / Mag(60): Blue(120): Green(180): Yellow(240): 

Red(300): White(360)]. 
 

 
Fig. 3.12. Suction vs depth in x=8.0m (center of the waterproof 
surface) [Days / Mag(60): Blue(120): Green(180): Yellow(240): 

Red(300): White(360)]. 
 

The free surface soil suction behaves in an armonic 
way over the time, at we see in figure 3.13,  in a point located 
at 2.0 m from the left top corner of the model grid, it can be 
shown that a depth of cero meters the soil suction has a 
sinusoidal shape (magenta color) equal to the goberning 
equation (20) of the boundary conditions, and its reduces in a 
similar way according the depth increases. In the case of the 
center of the covered area (fig. 3.15) it can be shown that the 
soil suction gets a constant value after a certain value of time, 
having a asymptote tendency.  
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Fig. 3.13. Suction vs time at x = 2.0m (free area) 

 [color (depth) / Mag(0.0m): Blue(0.25m): Green(0.5m): 
Yellow(0.75m): Red(1.0m): White(1.25m)]. 

 
Fig. 3.14. Suction vs time at x = 4.0m (left corner of waterproof 
surface) [color (depth) / Mag(0.0m): Blue(0.25m): Green(0.5m): 

Yellow(0.75m): Red(1.0m): White(1.25m)]. 

 
Fig. 3.15. Suction vs time at x = 8.0m (center of waterproof surface) 

[color (depth) / Mag(0.0m): Blue(0.25m): Green(0.5m): 
Yellow(0.75m): Red(1.0m): White(1.25m)]. 

 

IV. CONCLUSIONS 

 
The finite difference method is an approximate tool for 

solve the diffusion equation of unsaturated soils, reducing the 
in-situ research work for defining the suction profiles over 
time for a specific region. Otherwise this problem can be 
solved with Method of Lines (MOL) or Lax-Fredich scheme 
like in [2] where MOL proved to be the most appropriate. 
With numerical techniques the researcher can have a widely 
view of behavior of the phenomenon, who results in an 
advantage for future investigations. The model may be 
validated by comparing the measured suction values of the 
soil zone, a covered area also can be constructed by a 
waterproof surface, so that the soil suction at various periods 
of time can be recorded for a better data description. [18] 
proposes an equation to describes the accumulative moisture 
beneath the impermeable surface because the 
evapotranspiration of the soil. 
 

Also by comparing the results obtained from the analysis, 
we can observed how the covered area by a waterproof 
surface affects the distribution of soil suction into the mass 
reducing the wide range obtaining on the free surface. The 
suction stays virtually constant from a depth of 4.0 m, 
indicating that from the surface up to that depth is the zone 
susceptible to volumetric distortions due the climatic changes 
in region. 

 
All the analysis give an a idea for future investigations 

knowing that waterproof area reduces the change in suction, 
so it can be proposed the use of vertical screens around the 
foundation for determinate the soil suction behaves. 
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ABSTRACT- This paper presents evidence and data analysis 

in terms of effective stress, suction and volume change, showing 

the volumetric behavior (either by reducing suction or net 

stress).  

Keywords: volumetric behavior, unsaturated soil, effective 

stress, suction. 

I. Introduction: 

Being able to predict the expansion of expansive soils due 
to the large presence of these in our environment is a 
fundamental building aspect. This is the case of Querétaro 
Valley, where much of the urban area of the city is set on 
expansive clay [1] When this material is wetted and it expands 
causes serious damage to civil engineering works [2]. Such 
damage can be mild or severe depending on the structure of 
the case. 

The effective stress ψishop’s equation [3], represents the 
most efficient way to model the soils behavior due to its 
simplicity and ease of use. This equation combines the net 
stress apply on the soil mass, the suction and the saturation 
degree. The saturation degree (Gs) is introduced as the factor 
“χ” [4]. Suction values are related to soil moisture through the 
soil-water retention curve [5].  

Is possible to predict the behavior of the soil, as several 
authors have already expressed with models using 
independent variables of effort: the net stress and suction. For 
example, the Barcelona Basic Model [6] reproduce multiple 
aspects of the behavior of unsaturated soils. This type of 
models is of great interest being [7]. Other models are based 
on effective stress to predict the behavior of unsaturated soils. 
Where both types of models have been applied to the behavior 
of collapse in the soil [6], [8]. And other methods are based on 
variables as the deviator stress, the net stress and suction [9] 
where the net stress is defined as the difference between the 
total stress and the air pressure. 

In this research preparing tests were performed in 
increments of controlled humidity to determine the soil 
expansion. It began with a completely dry material to full 
saturation. Also net stress controlled releases were performed 
to produce expansion in the material. The results are reported 
in terms of void ratio, and effective stress and suction to 

obtain a more consistent behavior with what the soil matrix 
undergoes. 

II. Actual methods. 

There are some models that have been proposed on the 
basis of the theory of critical state. Others are based on 
thermodynamic considerations, for example models based on 
plastic potential [10]. Others use principles of hydraulic 
behavior [11] or volumetric behavior [8]. Some of the most 
used models and considerations that apply in their formulation 
are mentioned. 

A. Barcelona Expansive Model. 

The BExM (Barcelona Expansive Model)[9] is an BBM 
(Barcelona Basic Model) extension which is based on 
independent stress variables. These variables are the net 
stress, suction and deviator stress. This model explains the 
expansive phenomenology produced by suction cycles or 
changes of stress. Referred to BExM, the independent stress 
variables are combined with the critical state theory to obtain 
a yield surface to delimit the expansion condition of soil. 

 

Fig. 1. BBM yield Surface. 

In the mechanical-expansive behavior of unsaturated soils 
plus consideration of the 3 phases of soil has been considered 
two levels of structure: macrostructure or large pore [6] and 
microstructure or small pores [12]. 
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Fig. 2.  Effects of micro and macro structure in soil behavior. 

B. Modified Cam Clay. 

Numerous theories have been developed to calculate and 
predict the plastic deformations in soils, one of the most 
important being developed at the University of Cambridge in 
the 60s [13], who described the original Cam-Clay, and the 
modified Cam-Clay [14]. This theory was developed for 
normally consolidated soils and slightly over-consolidated, 
and in the practice should apply only to them, though not 
always the case. Historically, one can consider the Cam-Clay 
model as the first plastic hardening model was widely adopted 
for soils.  

One of the basic assumptions in the modified Cam-Clay 
model is considered that the yield surface (or plasticizing) 
coincides with the plastic potential, which implies an 
associated flow rule and acceptance criteria for normality 
(increasing plastic deformation it is normal, in any point, to 
the flow curve or plasticizing). Furthermore, the hypothesis 
assumes isotropic stiffening, namely that successive yield 
surfaces, which appear at increase the loads on the sample, are 
homothetic. 

Yield surfaces are elliptical centered on the axis p, which 
intersection with the critical state line (CSL) is produced in 
the surface maximum (point where the slope of the tangent is 
null and therefore, presents a state of elasto-plasticity perfect). 
To the left of that point, a loss of volume and hardening 
occurs, while on the right an expansive behavior, increased 
volume and softening occurs. Thus, a simple model fairly 
representative of the actual behavior of certain soils is 
obtained, and although not predict an exact behavior, if you 
set the dual behavior of contraction-expansion of the field. 

 
Fig. 3. Yield surface in the p-q plane and hardening function [14]. 

C. Effective stress. 

Various geotechnical properties used in the calculation 
and analysis of problems, including settlements or load 
capacity are dependent on the effective stress, so this concept 
is of great importance [15]. 

In traditional soils mechanics (saturated soils mechanics) 
the effective stress is defined as a combination of external 
stress applied and the internal pressure developed in the liquid 
phase, which makes valid the equivalence of a porous medium 
of several phases to continuum phase [16]. 

Today does not exist an expression that set the behavior of 
unsaturated soils [3]. The Bishop’s equation (equation 1) sets 
the effective stress in the soil in terms of net stress (σ) and the 
suction in the soil (ua-uw), it contains a parameter (Ȥ), which 
does not have a procedure to determine it [16]. The 
experimental results show that the value of the parameter (Ȥ) 
depends on various factors such as: a history of wetting-
drying, void ratio and soil structure. Based on experimental 
evidence, it was proposed that for granular materials and 
degrees of saturation above 50%, the parameter (Ȥ) can take 
the value of the degree of saturation (Gs)[4]. Some authors 
have proposed other empirical expressions for the parameter 
(Ȥ) and these are related to water retention curve of the soil 
[5], [17]. 

σ’ = σ - ua + χ( ua - uw )                                                        (1) 

D. Zhou model [11]. 

The constitutive modeling of unsaturated soil generally 
involves a constitutive model extension for the saturated case. 
Such inclusion is done by adding the suction to stresses space. 
By doing this suction acts as a fundamental variable in the 
mechanical and hydraulic behavior of unsaturated soils, like 
previous models suction is used as variable stress (external) or 
variable hardening (internal). Suction models as external 
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variable, are in net stress-suction space [6], [18]; while others 
are in the space of effective stress and suction [7]. 

In this model, a hydromechanical coupling is between the 
main functions of drying and wetting predicting the 
volumetric soil behavior with the degree of saturation, 
replacing the variable suction by the degree of saturation in 
relation to cycles, primary and secondary, of hysteresis 
relating to the drying and wetting (Fig.4). 

 
Fig. 4. Approach to determine the secondary cycles of wetting-drying [11]. 

III. Experimentation 

In the city of Querétaro, the urban area is located mainly 
on expansive clay [1]. Therefore an adequate prediction of 
expansive behavior would be a useful tool.  

Unaltered samples of clay (expansive) in the community 
of Jurica, located in the city of Santiago de Querétaro, 
Querétaro, Mexico were. The samples were characterized by 
getting its moisture [19], Atterberg limits [20], specific 
gravity [21], soil density [22], soil-water characteristic curve 
[23], and also obtained its one-dimensional behavior [24]. 

Taking geotechnical soil parameters for volumetric 
behavior, we proceed to design a test expansion by varying 
the suction and restricting their volume change, reviewing 
expansion pressure generated at different moisture based on 
the evidence for expansion pressure existing and normed [24]. 
To sample the addition of quantities of water controlled using 
Figure 5 ring design by applying moisture increased as shown 
in the same figure. To determine the accumulated moisture 
and using the characteristic curve of the material, it is possible 
to know the value of the suction. The expansion of the ground 
is allowed until the deformation is stabilized. At that time, it is 
considered that water content has homogenized within the 
sample. 

 
Fig. 5. Ring for consolidation and plates for variable water content tests. 

Once the increase in humidity in the test you get an 
expansion graph where you can appreciate the behavior of 
clay to expand and at the top of the curve plotted when clay 
goes to a secondary expansion for a change of moisture can be 
seen (the slope of the curve is reduced at the end as shown in 
Figure 6). 
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Fig. 6. Graph of expansion in unsaturated soil 

Also testing for changes in humidity from the dry state to 
the saturated for increases in the degree of saturation. This is 
done to constant net stress to determine the state of internal 
stresses required to present expansion in the soil mass. For 
each increment of moisture (like in the figure 6) gets a point 
to graph and are made the needed increases moisture to cover 
the entire range (from dry to saturate for the graph against 
expansion percentage moisture content as in Figure 7). 

 
Fig. 7. Expansion for suction changes graphic. 

Finding the suction from which arises the expansion with 
different pressures (as in Figure 7 is obtained for a net stress 
of 15.95 kPa is expanding to a suction of 200581 kPa) and 
join with those points a graphic effective effort against suction 
Gets a non-linear curve in the plane (line of expansion "LEx") 
that predicts when the expansion occurs in the soil as shown 
in Figure 8.  

 
Fig. 8. Scheme of surface collapse (LC), expansion (LEx) and increase in 
cohesion with the suction (ΔC) in the plane, as well as routes to be followed 
so that the expansion is presented in the plane σ'-ȥ. 

IV. Discussion 

When considering the behavior of the expansion in the 
plane of effective stress against suction and not in the plane 
net stress against suction like other authors, one can 
understand the behavior of the soil in a more precise manner, 
as effective efforts are those which supports the soil matrix. 
On the other hand, the net stress is the load applied to the soil 
and not take into account the effect of suction, as it is the case 
of the Barcelona expansive model (BExM)[9]. In this case of 
the plane net stress against suction, the line of expansion is 
linear but does not adequately represent the behavior of the 
soil. 

V. Conclusions 

In general, volumetric behavior of expansive soil is 
established from a curve in the plane effective stress-suction 
called yield surface in expansion, which when passed either 
by download or wetting the soil expansive behavior is 
triggered. That is, if the soil is subjected to a stress state and 
this state is lower than the limit condition represented by the 
yield surface expansion, then the soil increase its volume. 
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Abstract—Circular gears are well known and have a lot of 

applications in mechanical systems, however, there are systems 

where circular gears are not the best option because of the 

especial requirements of the process. Wunderlich and Zenow 

(1975) proposed a construction of elliptical gears using ”the 

Reuleaux’s method”, which with some modifications, may be 

used to build gears that have the shape of any given convex 

figure. The main purpose of this work is to deepen in the study of 

some geometrical properties of non-circular gears. 

I. INTRODUCTION 

Construction of non-circular pulleys have been widely 

studied in several works because of the necessity of generate 

variation in the velocity of transmitting movement from one 

pulley to the other. A clear example where this variation of 

velocity is need is in some mechanical press. It is possible to 

increase its efficiency if the velocity of movement is bigger 

when the mechanism is not pressing the object under work. 

Even now, it is not clear what kind of curves can be used as 

pulleys in a belt drive with belt of constant length, however, 

for a given pair of curves it is possible to calculate the 

variation in length for the belt surrounding both curves [1]. 

 

Wunderlich and Zenow [2] had developed a non trivial 

crossed belt with a pair of pulleys whose shape are ellipses. 

The length of the belt in this case is constant (see Fig. 1); 

moreover, using the Reuleaux’s method they construct a pair 

of elliptical gears, rotating at two fixed points A and A′, 

respectively. Another work about belt drives is due to H. 

Stachel [3] where he gave a more wide view on the geometric 

properties need for constructing this kind of pulleys.  

 

The main purpose of this work is to prove that the pulleys 

in a strict and uniform belt drive need to be Euclidean discs.  

 
Fig. 1. A pair of elliptical gears. 

 

II. SOME NOTATION AND KNOWN RESULTS 

In this section we will introduce the basic notions and some 

notation. Consider two convex figures
1
γ , 

2
γ ,  and two points

1
O , 

2
O  contained in the interior of 

1
γ  and

2
γ , respectively. 

Now, a belt is wrapped around the two pulleys and suppose 

1
γ is the driving pulley. This pulley will transmit motion to the 

belt and the motion of the belt in turn will give a rotation to
2

γ . 

In an open belt drive system, the rotation of both pulleys is in 

the same sense, whereas, for a crossed belt drive system, the 

pulleys have opposite sense of rotation. The driving pulley 
1
γ  

is rotating about the center 
1
O  through the angle 

1
φ , while the 

output wheel 
2

γ  rotates about 
2
O  through an angle 

2
φ . Then 

the pole
12
O , collinear with 

1
O  and

2
O , divides the segment 

1 2
OO  in a ratio equal to that of the instantaneous angular 

velocities, i.e., 

 

.

1 12 2 2

.

12 12
1

.
OO

O O

ϕ ω

ωϕ

= =  
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Fig. 2. A uniform belt drive. 

 

A belt drive whose surrounding belt has constant length is 

named a strict belt drive, and when the pole 
12
O  is a fixed 

point, it is named a uniform belt drive. Through this paper we 

will be concerned with belt drives which are at the same time 

uniform and strict.  

 

One important and classical theorem for strict belt drives is 

the following due to Hoschek [4]. 

 

Theorem 1. At each instant the upper and the lower common 

tangents of the two pulleys are aligned with the relative pole 

12
O . 

 

The following fact  is also known. 

 

Theorem 2. For any transmission function and any driving 

pulley 
1
γ  there is a unique conjugate pulley 

2
γ . However, 

2
γ  

is not necessarily convex. 

 

So, it is interesting to know what conditions should be add 

to the belt drive in order to ensure that 
2

γ  is also a convex 

curve. 

 

III. SOME NEW RESULTS 

An interesting question about belt drives is the following: 

to know whether or not there is a uniform and strict belt drive 

whose pulleys are not circles. We don't yet know the answer, 

however, if we add an extra hypothesis the answer is no. In 

what follows, we will denote the convex hull of two sets ,A B  

as [ ],A B , also, we will denote the perimeter and area of a 

given region K  as ( )KP , and ( )KA , respectively. The main 

result of this paper is the following. 

 

Theorem 3. Let 
1
γ  and 

2
γ  be a pair of convex curves such 

that the belt drive consisting on the pair 
1
γ  and 

2
γ  is uniform 

and strict. If 
1 12([ , ])OγP  is constant then 

1
γ  and 

2
γ  are 

circles. 

 

In order to give the proof of Theorem 3, we need to give 

some definitions and prove some auxiliary lemmas. 

 

 
Fig. 3. A billiard ball table and its caustic. 

 

 
Fig. 4. A pair of non-circular gears. 

 

Definition 1. A mathematical billiard consists of a domain, 

say in the plane (a billiard table), and a point-mass (a billiard 

ball) that moves inside the domain freely. This means that the 

point moves along a straight line with a constant speed until it 

hits the boundary. The reflection on the boundary is elastic 

and subject to a familiar law: the angle of incidence equals the 

angle of reflection.  
 

Definition 2. A caustic is a curve inside a plane billiard table 

such that if a segment of a billiard trajectory is tangent to this 

curve, then so is each reflected segment. 

 

To every convex curve we can associate a curve with 

similar properties of the ellipse. Such a curve can be obtained 

by the so called gardener’s construction:  wrap a closed non-

stretchable string around γ , pull it tight at a point and move 

this point around γ  to obtain a curve Γ . Then the billiard 

inside Γ  has γ  as its caustic. 

 

Using the gardener’s construction is possible to construct 

crossed belt drives, in an analogous way to that given by 

Wunderlinch and Zenow, however,  instead of an ellipse we 

use a given convex figure γ  as follows: by the Gardener's 

construction we get a convex figure with boundary Γ  which 
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have the optical property of the ellipse. In other words, let x  

be a point in Γ  and consider the two tangents to γ  from x . 

These tangents make equal angles with respect to the tangent 

line l  to Γ  at x . Now, reflecting γ  and Γ  with respect to l  

we obtain the two figures γ ′  and ′Γ  (see Fig. 4). The length 

of the crossed belt around γ  and γ ′  has constant length.  

   

 
Figure 5. Length of the belt wrapping Γ. 

 

However, we don't know if the rotation of γ  and γ ′  can be 

both done through single points. We conjecture that if this is 

the case then γ  must be an ellipse. 

 

Now we give some words about billiards in a circle. It is 

well known that the circle has rotational symmetry, and a 

billiard trajectory is completely determined by the angle α  

made with the circle. This angle remains the same after each 

reflection. Each consecutive impact point is obtained from the 

previous one by a circle rotation through angle 2θ α= . If 

2 /p qθ π= , then every billiard orbit is q -periodic and makes 

p  turns about the circle; it is said that the rotation number of 

such an orbit is /p q . If θ  is not a rational multiple of π , 

then every orbit is infinite. We denote the circle rotation 

through angle θ  by T
θ

. 

 

The following theorem is classical in the theory of billiards. 

 

Theorem 4. (see [5]) If α  is π -irrational, then the T
α

-orbit 

of every point is dense. In other words, every interval contain 

points of this orbit. 

 

In order to prove lemma 2 we need to prove first the 

following lemma. In lemma 1, arc( ( ) ( ))x t y t  denotes the arc 

belonging to Γ  from ( )x t  to ( )y t .  

 

Lemma 1. Let Γ  be a given convex curve and let

( ) ( ) ( ) ( ) ( ) arc( ( ) ( ))P t x t z t y t z t x t y t= − + − +‖ ‖ ‖ ‖  be the 

length of the curve, as shown in Fig. 5, then 

 

 (cos cos ).
dP dz

dt dt
ϕ ψ= −   (1) 

Proof. Denote the curve describing the arc arc( ( ) ( ))x t y t  in 

the clockwise sense as ( )tα  with [ ]0 1
,t t t∈ , where 

0( ) ( )y t tα=  and
1( ) ( )x t tα= . Since 

1

0

( ( )) ( )
t

t

t t dtα α ′= ∫P ‖ ‖ , 

differentiating with respect to t , we have 

 

 
1

0

1 0

(arc( ( ) ( ))) ( ( ))

( )

( ) ( )

( ) ( ) .

t

t

d x t y t dP t

dt dt

d
t dt

dt

t t

x t y t

α

α

α α

=

⎡ ⎤′=
⎢ ⎥⎣ ⎦

′ ′= −

′ ′= −

∫‖ ‖

‖ ‖ ‖ ‖

‖ ‖ ‖ ‖

  (2) 

Now, differentiating ( ) ( )x t z t−‖ ‖ and ( ) ( )y t z t−‖ ‖, we 

obtain 

 

( ) ( )
( ) ( ), ( ) ( )

( ) ( ), ( ) ( )

( ) ( )

( ) ( ), ;
x

d x t z t d
x t z t x t z t

dt dt

x t z t x t z t

x t z t

x t z t n

− ⎡ ⎤= 〈 − − 〉⎣ ⎦

′ ′〈 − − 〉
=

−

′ ′= 〈 − 〉

‖ ‖

‖ ‖
  

where 
( ) ( )

( ) ( )
x

x t z t
n

x t z t

−
=

−‖ ‖
, then 

 

( ), ( ), ( ) cos

( ) cos( )

( )

( ) cos .

x x
x t n z t n x t

z t

x t

z t

π

π ϕ

ϕ

′ ′ ′〈 〉 − 〈 〉 =

′− −

′= −

′+

‖ ‖

‖ ‖

‖ ‖

‖ ‖

  (3) 

  
We proceed in a similar way with the segment 

( ) ( )y t z t−‖ ‖ and considering 
( ) ( )

( ) ( )
y

y t z t
n

y t z t

−
=

−‖ ‖
, then 

 

( ) ( )
( ) ( ),

( ) cos0 ( ) cos

( ) ( ) cos .

y

d y t z t
y t z t n

dt

y t z t

y t z t

ψ

ψ

−
′ ′= 〈 − 〉

′ ′= −

′ ′= −

‖ ‖

‖ ‖ ‖ ‖

‖ ‖ ‖ ‖

       (4) 

 

It follows from (2), (3) and (4) that 

   

 

( ) ( ) ( ) ( ) cos

( ) ( ) cos

(cos cos ).

dP
x t y t x t z t

dt

y t z t

dz

dt

ϕ

ψ

ϕ ψ

′ ′ ′ ′= − − +

′ ′+ −

= −

‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖

‖ ‖ ‖ ‖      (5) 

□ 
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We denote by ( , )B x λ  the disc with center at x  and radius

λ . The result established in the following lemma, as far as we 

know, seems to be new. 

 

Lemma 2. Let K be a convex figure in the plane with the 

origin O in its interior. Let r be a positive number such that 

� ⊆ ��� �(�, �) and for every � ∈ �� �(�, �) we have that 

�([�, �]) is constant, then K is a circle. 

 

Proof. Since [ ]( , )K xP   is constant for all � ∈ �� �(�, �), we 

have that K  is the caustic of the billiard table ( , )B O r . To see 

this, notice that since 0
dP

dt
= , we get from Lemma 1 that 

cos 0cosϕ ψ− =  which implies that ,ϕ ψ=  in other words, 

the boundary of �(�, �) have the reflection property of the 

ellipse. If for every � ∈ �� � �, �  we have the same angle of 

reflection α , it is not difficult to see that K  is also a circle. 

 

Consider now that  α  is not constant, then by the 

compactness of K  there is an interval [ ],
min max

α α  such that 

α  takes every value in [ ],
min max

α α . Clearly, there exists 

[ ]0
,

min max
α α α∈  such that 0

α

π
 is irrational. Consider a point 

�! ∈ �� �(�, �) such that the angle of reflection is 
0

α . By 

theorem 4 we have that the 
0

2
T

α
-orbit of 

0
x  is dense in the 

boundary of  �(�, �) that is, the orbit 
0 1 2 3
, , , ,x x x x … have the 

property that every segment 
1

[ , ]
i i
x x

+
 is tangent to K  and the 

set of points 
0 1 2{ , , , }x x x …  is dense in �� �(�, �). On the 

other side, since the angle 
0

α  is constant we have that the 

envelope of the segments 
1

[ , ]
i i
x x

+
 is a circle. We conclude 

that K  is a disc.                                

□ 

 

Now we are ready to give the proof of Theorem 3. 

 

Proof of theorem 3. Since the belt drive is strict and uniform 

we have that 
1 2([ , ])γ γP  is constant and 

12
O  is a fixed point. 

We know that  

 
1 2 1 12 2 12 2([ , ]) ([ , ]) ([ , ]) ( ).O Oγ γ γ γ γ= − +P P P P  

 

By hypothesis we know that 
1 12([ , ])OγP  is constant, hence 

2 12([ , ])OγP  must also be constant. It follows from lemma 2 

that 
1
γ  and 

2
γ  are circles.              □ 
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Abstract— The design and implementation of a automatized 

photoluminescence system at low temperature is presented for 

the optical characterization of semiconductor materials. The 

function, selection and connection for each component of the 

system is described. The control of the equipment and the data 

acquisition is made by software developed in LabView. Each 

block of the software is described explaining the used libraries. 

Keywords — Photoluminescence, Automation System, 

LabView, Temperature Control, Semiconductors Characterization, 

Optical Properties of Semiconductors.  

I. INTRODUCTION 

The principal characteristic of the semiconductor materials 
is the ability to change its conductivity by changing an external 
parameter such as the temperature, radiation, pressure, among 
others [1]. Nowadays the development of new semiconductors 
and the study of the properties of the existing ones have great 
interest for the scientific community due to the development of 
new electronic devices based on these materials. As an 
example, the photo-detectors used in the CD players or in 
movement sensors are made of GaAs [2]. This semiconductor 
material has the property to emit or to absorb electromagnetic 
radiation. The principal parameter of a semiconductor material 
is the energy gap, defined as the minimum energy required 
changing the conductivity of the semiconductor. In order to 
describe the behavior and properties of the semiconductor 
materials, different characterization techniques are used. Each 
characterization technique is implemented to measure a 
particular property. The Photoluminescence is a very common 
technique employed to study the optical properties of materials 
[3]. This technique has different components such as 
monochromator, photodectector, Lock-In amplifier, etc., all of 
them can be controlled by computer software. LabView is a 
common environment employed to control process [4], [5], [6]. 

In this work it is presented the design, implementation and 
automation of a system to measurement photoluminescence at 
low temperature realized in the “Centro de Física Aplicada y 

Tecnología Avanzada (CFATA)” into “Universidad Nacional 
Autónoma de México (UNAM)” using LabView. 

II. PHOTOLUMINESCENCE TECHNIQUE (PL) 

PL is a nondestructive optical characterization technique. It 
means that the samples studied by this technique are not 
affected in the process and it can be used for further studies. 
Fig. 1 shows the energy diagram and the different stages of the 
PL process. Fig. 1a shows the initial state of the system. In this 
estate the electrons are in atomic or molecular orbitals. The 
energy of these electrons is in the range of the so called 
“Valence Band”. Fundamentals of PL involve the excitation of 
electrons (Fig. 1b). After the excitation, electrons have the 
enough energy to move through the material. This energy 
corresponds to the “Conduction Band”. A monochromatic laser 
with energy larger than the band gap of the material is used as 
the excitation source. Following excitation various relaxation 
processes occur in which the energy absorbed by electrons is 
released. Fig. 1c shows the first relaxation process where 
electrons release the energy in a thermal way until reach the 
thermal equilibrium with the material; this process is called 
“Thermalization”. When electrons have energy equal to the 
minimum energy of the conduction band, they release its 
remained energy in electromagnetic form (photons). This 
process is represented in Fig. 1d. This radiation is namely PL 
and is collected by a special photo-detector. The intensity and 
energy of PL contains information about the band gap of the 
materials, crystalline quality, and composition of the material. 

The voltage of the photodetector is proportional to the 
intensity of the radiation. To determine the energy of the 
radiation, a monochromator device is used. 

The temperature of the experiment must be as low as 10 K, 
to prevent thermal excitation and noise. The temperature must 
be controllable from 10K to room temperature with a precision 
of 0.1 K. 

In summary a PL system has several variables to be 
controlled and measured. For this reason it is necessary to 
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develop an automation system that allows to the user to 
measure and to control each variable with accuracy and 
facility. In addition the system must facilitate the interpretation 
of the results by graphics or other visualization options. 

III. PL SYSTEM DESING 

Fig. 2 shows the functional diagram used as a tool to design 
the PL System. In this figure the input and output of each 
component of the system is presented. A monochromatic 
coherent light is used to excite the sample. The energy of the 
light must be higher than the band gap of the studied material. 
The most common light source is a laser. The light must be 
modulated in order to filter it subsequently. The beam is 
focused and directed by a set of lens and mirrors in order to 
obtain a nondispersed laser beam point on the sample. The 
sample is placed on the cold finger of a cryostat with a 
controlled temperature from 11K to room temperature. The 
temperature control consists of a heating device, a cooling 
device and a temperature sensor. To avoid the water 
condensation at low temperature, the pressure into the cryostat 
should be as low as 10-3 Torr.  

After the excitation, the PL generated by the sample is 
collected by a lent and directed to a monochromator. This 
device consists of different mirrors and diffraction gratings and 
is able to do a frequency sweep to find the frequency at which 
the PL is.  To sense de PL a semiconductor photo-detector is 
placed at the exit of the monochromator. 

 
Fig. 2. Functional diagram for the implemented photoluminescence system. 

The photo-detector converts the PL signal into voltage 
which is amplified by the Lock-In amplifier. In addition, the 
Lock-In works as a filter that uses the modulation frequency to 
discard other electromagnetic signals different than the ones 
produced by the sample. The signal generated by the Lock-In 
has two components, the amplitude and the phase. Both of 
them are acquired by a computer using a GPIB interface from 
National Instrument. To facilitate the interpretation of the PL 
measurements, a user interface was developed using LabView. 

IV. PL SYSTEM IMPLEMENTATION 

The selection of each component and interconnection of the 
system is presented in this section. All the components are 
grouped in five subsystems as shown in Fig. 3. Each subsystem 
consists of different devices. The subsystems are described as 
follows: 

A. Vacuum system 

B. Temperature control system 

C. Excitation system 

D. Detection system 

E. Control and acquisition system 

 
Fig. 3. Subsystems and components for a photoluminescence system. 

 
Fig. 1. Energy band diagram for a photoluminescence emission in a 

semiconductor. 
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A. Vacuum system: 

Due to the system is designed to work at low temperatures, 
it is necessary to lower the pressure. In this way, heat transfers 
by conduction or convection are avoided. Only energy by 
radiation can cross the wall of the cryostat. A cryostat is a 
closed chamber with several electrical and gas connections. A 
cryostat model DE-202, from Advanced Research Systems, Inc 
was used in this work. 

The low pressure is obtained by a mechanical vacuum 
pump coupled to the system. In this case we choose a rotary 
vanes vacuum pump (RV5, from Edwards Vacuum Inc.), 
obtaining a minimum pressure of 1.5 mTorr. A DP-20 sensor, 
from Sunx, Inc, was used to measure the pressure.  

B. Temperature control system: 

To lower the temperature, the cryostat is connected to a 
Helium compressor ARS 2HW, from Advanced Research 
System. At high pressure helium passes from solid to liquid 
state. When liquid the temperature of the Helium is about 4K. 
In order to control the temperature a heating element is 
required. In this case the cryostat has electrical resistors around 
the cold finger. To measure the temperature a type K 
thermocouple was used. The resistors and the thermocouple are 
connected to an auto-tuning PID temperature controller (330-
4X, from LakeShore). 

C. Excitation system: 

There are two kinds of laser: Gas and solid state. A solid 
state laser (Compass 415M from Coherent Inc) was used as 
excitation source for this work. This laser has energy of 2.3 eV 
(532nm), enough to excite the most of the semiconductor 
materials.  A mechanical chopper, (SR 540, from Stanford 
Research System) was used to modulate the light. The 
modulation frequency is controlled by a Lock-in Amplifier 
SR830 from Stanford Research System. 

The light is directed by a mirror and then is focused by a 
spherical lens. The cryostat has special quartz windows to 
allow the laser to reach the sample with no lost pressure. 
Before the quartz windows, a cylindrical lens is placed to 
distribute the light into a line in order to avoid damages in the 
sample.   

D. Detection system: 

After radiation, the PL is emitted by the sample in all 
directions. A spherical lens collects the most of this radiation 
and focuses into a monochromator. This devise can select a 
narrow band from the wide range of wavelengths available at 
the input. A Horiba - Jobin Yvon iHR320 was used in this 
system. From the LabView software the user can select the 
range of wavelength and the desired step to do a search for the 
radiation from the sample. At the exit of the monochromator a 
photodetector (H9307-2, from Hamamatsu) with a bandwidth 
from 200 to 800 nm, is placed to transform the PL into an 
electric signal which is carried to the Lock-In amplifier. This 
device selects only signals with the same frequency used for 
the chopper, working as a filter for the electromagnetic 
radiation.  

E. Control and acquisition system: 

Labview 2010 was used to develop the software for the 
technique. This software receives data from the photodetector. 
These data are received through of a Lock-In amplifier. It is 
connected to a computer using a GPIB-USB interface by 
National Instruments. 

The SR830.LLB and API Toolkit.LLB libraries were used in 
the software for the development of the control of Lock-In 
amplifier and the Monochromator respectively. Both of these 
libraries are provided by the manufacturers. The user interface 
of the software is shown in the Fig. 4. This interface allows to 
the user selecting the range of wavelength, the step, the slit 
aperture, and the diffraction grid. In other section of the same 
window it is shown the collected data as a function of the 
wavelength and as a function of the energy. The information 
can be saved in a “.txt” file containing three columns (PL 
amplitude, wavelength and energy). 

 
Fig. 4. Interface user for the software designed. 

 

The programing in blocks was carried over the structure 
"Stacked Sequence". This structure allows executing the code 
sequentially and it does not enable to pass the data from a 
block to other if these are not complete. Fig. 5 shows the 
hierarchy of the software. The software is divided into two 
stages; the first one is the configuration stage used to establish 
the communication with all devices. The second stage is used 
to present and to save the PL data obtained from the 
experiment. 

 
Fig. 5. Hierarchy of blocks involved in the software. 

 

245



In the first stage, the first step of the code is the 
configuration of communications with the monochromator and 
the Lock-In. The block SR830init (shown in Fig. 6) sends the 
initial configuration to the GPIB interface to communicate with 
the Lock-In amplifier using a sub-function called 
SendMessage. 

 
Fig. 6. Initialization SR830. 

 
The second step is to establish the communication 

frequency for the Lock-In amplifier using the block 
SR830_freq. Then the monochromator is configured using the 
block Mono Start RVH shown in Fig. 7. The block 
JYGetMonos is into the Mono Star RVH and it is used to get 
the ID of the monochromators that are connected and it shows 
the connection in the user interface.   

 
Fig. 7. To configure monochromator. 

 
Each monochromator have a different number of grids. The 

block GetAvailGrate obtains information about the current grid 
selected on the monochromator. 

The block JYTurretCtrl is used to choose the grid required 
according the PL signal. In the monochromator used it is 
possible to select one of three options: 1200, 900, 150. These 
numbers refer to the number of grids per millimeter.  

 
Fig. 8. To choose grid. 

 
The block JYMovetoWL is used to move the grid to the 
wavelength chosen.  
 

 
Fig. 9. To move grid. 

 
In the second stage of the code the first step is to check the 

settings and command sent to the devices. Then the data 
obtained from PL signal are plotted and saved in a “.txt” file.  

At this stage the first block is JYCurGetWL. It is used to 
ensure that the value of the grid is according to the value of the 
wavelength chosen by the user. After, using the block 

SR830read, (Fig. 10) the amplitude and the phase of the PL 
signal is acquired from the Lock-In amplifier. 

 
Fig.10. SR830 block used to acquire the amplitude signal. 

 
The acquired data and the wavelength are plotted and 

displayed on the user interface. These data can also be stored in 
a “.txt” file in a route selected by the user. 

V. CONCLUSION 

A system of photoluminescence is obtained as result of this 
work for the radiometry laboratory at “Centro de Física 
Aplicada y Tecnología Avanzada (CFATA)” into 
“Universidad Nacional Autónoma de México (UNAM)” using 
LabView. 
 
The system was calibrated and proven in a sample of GaAs. 
This proof throws similar results to the reported in the 
literature, which validates the good performance of the system. 
In addition a reduction of costs is obtained in the 
implementation of system in approximately 1000 USD, it is 
due to design and fabrication of some elements as the voltage 
source to the photodetector, or coupling elements of the optics 
device.  
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Abstract— This paper presents a comparative study of 

methodologies used in the pre-processing focused on the 

automatic segmentation of critical spots on the soles of the 

feet. The methodologies that are compared are: Otsu, 

Thresholding of minimum error and Hamadani, which 

due to their characteristics are used in order to separate 

the region of interest of the rest of the image that does not 

provide useful information for automatic segmentation of 

critical spots. The comparative study, based on the results, 

carried out in this work, allowed to evaluate what is the 

most appropriate methodology to detect with greater 

reliability and speed the regions with thermal anomalies in 

the plantar, in order to assist in the early detection of 

ulcerations in the soles of people with diabetes. 

Keywords—Otsu; Thresholding of minimum error; Hamadani; 

Segmentation; Critical spots. 

 

I. INTRODUCTION 

   One of the main issues that concern society today is health, 
and prediction techniques are essential when it is time to 
diagnose diseases and to act accordingly as soon as possible. 
One of these techniques is the use of thermography since it 
provides information that can help in the diagnosis of diseases, 
being one of its main applications in the study of diabetic foot. 
This is because the temperature and relative risk of ulceration 
is well known in the field of medicine. In the human body, the 
use of thermography allows to visualize and quantify in 
noninvasive and quick changes of surface skin temperature 
based on the infrared radiation emitted by the body, being a 
noninvasive technique that can be repeated as often as 
necessary and without contraindications. Living beings emit 
heat at a temperature above 0 °K (-273 °C), which 
corresponds to a radiation over the electromagnetic spectrum 
of visible light, so that the human eye is not sensitive to this 
called infrared radiation, however, there are thermal cameras 
capable of measuring infrared radiation  to  these  wavelengths  
[1]. 

Thermographic analysis can be performed by means of digital 
image processing, applying necessarily a segmentation 
method to separate an image into significant regions, which 
are similar according to a specific property or feature 
extraction measurements [2]. For the segmentation, pre-
processing tools are required to isolate the region of interest of 
the rest of the image that does not provide information for this 
purpose. That is why it is vital to the analysis and evaluation 
of different methodologies focused on the pre-processing of 
images, in this case with thermal image application in patients 
with diabetes. 
   The following works are related to image processing of the 
soles so as to assist in the early detection of ulcerations are 
addressed. One paper developed intensity levels as in [3], 
wherein a genetic algorithm combined with thermal imaging 
analysis asymmetry is developed through early detection of 
neuropathy ulcerations. Another intensity level based on work 
is [4], in which a computer software performs a standard 
automated temperature diagnosis by pattern recognition 
system of digital images IR and set geometry. In [5] 
separation algorithm which extracts different areas of thermal 
images of the foot by geometrical methods and separates 
temperatures by assigning colors to make a comparison 
between the areas proposed to contribute in the detection of  
diabetic foot. Another work is [6], in which a quantitative 
methodology to obtain temperature differences in the plantar 
of diabetic foot ulceration detecting risks, which is based on 
the proposed concept of angiosome. However, the division of 
the image by regions of interest was performed manually, and 
a temperature estimation of an angiosome was calculated by 
identifying these regions of assigned color. Temperature 
results were analyzed using statistical methods, but not 
thresholding and classification are performed. Works [3], [4] 
and [5] are made intensity levels, whereby there is no precise 
temperature management by proposing behaviors temperature 
which contribute to the accurate detection of a possible 
condition in the plant of the foot. Also, the methodology used 
by [5] for the extraction is not the best, as it is done manually 
and there is no segmentation, because the areas related to the 
metatarsals and toes   are  overlapping. 
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Although  they  are  focused   on   the detection of hot spots or 
critical work sole, none addresses the use of a pre-processing 
based on any of the methodologies that are considered a case 
study in this paper. 
In the present work, a comparative study appears focused to 
determine which is the most suitable methodology of Pre-
processing used as tool in the process of segmentation for the 
detection of thermal anomalies in the sole of people with 
diabetes. In the study, the methodologies Otsu, Thresholding 
of minimum error and Hamadani are analyzed, which are 
evaluated by means of the results of the first segmentation 
inside a process for the detection of thermal anomalies. The 
methodologies are programmed and evaluated by means of  
termografic images  of patients with diabetes. 
   
 

II. THEORETICAL FOUNDATIONS 

A. Diabetes 

   Diabetes is a chronic disease that occurs when the pancreas 
does not produce enough insulin or when the body does not 
effectively use the insulin it produces. Insulin is a hormone 
that regulates sugar in blood. The effect of uncontrolled 
diabetes is hyperglycemia (high blood sugar). When blood 
glucose levels remain high for a considerable time, organs 
such as the heart, kidneys, eyes and especially the nerves and 
blood vessels [7] are affected. 
 

B. Infrared Thermography 

   The electromagnetic spectrum is composed of a set of 
visible and non-visible electromagnetic radiation. The infrared 
radiation on the electromagnetic spectrum is not visible [8]. 
Heat or thermal radiation is the main source of infrared 
radiation, so that the hotter the object is the more infrared 
radiation emits. Infrared thermography is the art of 
transforming an image into a radiometric infrared image that 
allows read temperature values, thus, each pixel of a 
radiometric image is in fact a temperature measurement [9]. In 
medicine, the thermogram or thermal image is the image that 
reflects the values of body temperature Figure 1, illustrating a 
drawing temperature of the areas of study that can be analyzed 
in both ways qualitatively and quantitatively [1]. 
Qualitatively, in which relative values of temperature of a hot 
spot are taken with respect to other parts of an object, with 
normal environmental factors. This type of measurement is 
widely used in most industrial, electrical, medical 
applications, among others. Quantitatively,  in  which the 
exact value of temperature of the object is taken.  This method 
was unusual during thermal inspection because accuracy was 
affected by environmental factors, however, these factors will 
be controlled during the development of for this work. 
Therefore,  the quantitative measurement is adopted to analyze 
the temperature values captured by an infrared camera.  For 
both methods the aim is to analyze abnormalities in high 
temperatures. 

 
Fig.1.  Thermographic image of the soles of the feet. 

 

C.  Image Processing 

   The digital image processing is born due to the availability 
of  technology to capture and manipulate large amounts of 
spatial information in the form of arrays of values. This 
distinction puts the digital image processing as a technology 
associated with computer science and, therefore, as a 
projection of the term artificial vision, within the field of 
artificial intelligence [10]. 
 

D.  Steps for the detection of thermal anomalies 

   The diagram in Figure 2 shows the most common steps in a 
process used to detect thermal anomalies, which involves 
making initially capturing the thermal image. 
 

 
            Fig.2.  General block diagram of a detection process of thermal   
            anomalies. 
 

In the digitalization step, a conversion of the original image is 
performed in RGB format grayscale, obtaining Figure 3 
matrix whose row and column indices identify a point in the 
captured image whose value matches a gray level intensity 
hue in a range of between 0 and 255. 
 

 
   Fig. 3. Matrix grayscale image. 

 
In the pre-processing step a first segmentation is to separate 
the area of interest of the rest of the image that does not 
provide useful information. The pre-processing that is the case  
study  of  this  work,  is  of  great  importance  because  a  first 
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segmentation is carried out by extracting only the region of 
interest, a better detection of thermal anomalies is achieved in 
the segmented plantars. In the next step, mathematical 
calculations are performed to acquire the temperature of the 
matrix of Figure 4 segmented image. 
 

 
      Fig. 4. Matrix temperature. 

 
A search for maximum temperature values in this matrix is 
also performed and compared with temperature pattern 
already established to carry out a second automatic 
segmentation of the critical spots that allow the detection of 
thermal  anomalities  in the last stage. 
 
 

III. COMPARATIVE STUDY OF THERMOGRAPHIC 

IMAGE SEGMENTATION METHODOLOGIES 

   In this section, segmentation methodologies focused on pre-
processing thermal images of the soles of the feet in order to 
make a comparison are discussed, such as: Otsu, Thresholding 
of minimum error and Hamadani. The pre-processing of 
images is of vital importance as it allows images to be treated 
in order to deliver an image that has the right to be processed 
in a specific application features. 

A. Otsu Method 

   The Otsu method [11] maximizes the variance between 
classes, the goal is to find the threshold value at which the 
sum of the pixels of the object and the background image are 
at their minimum. 
 
For this method first the histogram of the image is obtained, 
denoting the components of the histogram as pi, where 
i=0,1,2, ..., L-1, and k=0,1,2, ..., L-1 : 
 
Cumulative sums P(k) are calculated by the following 
equation: 

 
 

Cumulative average m(k) are calculated, using: 
 

 
 

The overall average current is calculated mG, Obtained by: 
 

 
Is calculated variance between classes σ2

B(k), given by: 
 

 
 

Otsu threshold, k*, is obtained as a value of k for which the 
variance is maximum. If the maximum value is not unique, k* 
is obtained to average them. 
 

B. Thresholding of minimum error method 

   The method Thresholding of minimum error [12] considers 
the histogram as an estimate of a probability of density 
function p(g), which is a mixture of distributions for the 
foreground and background, where these have a normal 
distribution with mean and standard deviation. 
 
Initially the probability density functions are calculated from 
the following form: 

 

 
 
The probability density function of the histogram Is calculated 
as: 

 
 

The minimum error is achieved when as a threshold value is 
selected, for which: 

 
 
 

Applying logarithm of both sides, solving equations and 
substituting values µ f,µb,σ2

f,σ2
b : 

 

 

 

 

 

 
Finally, a criterion function is defined, which seeks the 
minimum error given by the equations: 
 

  
 

 
 
 
 
 

(1) 

(2) 
 

(3) 
 

(4) 
 

(5) 
 

(6) 
 

(7) 
 

(8) 
 

(9) 
 

(10) 
 

(11) 
 

(12) 
 

(13) 
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C. Hamadani Method 

   The Hamadani method [13] is a statistical method first order 
defined on a histogram, its importance relies on being an 
automated method. 
 
Initially the image histogram was obtained in a grayscale by 
the following equation: 

 
 

Where h corresponds to the intensity histogram, the number of 
pixels n of intensity i and NP the total number of image pixels. 
Then the probability distribution of the histogram of the image 
obtained was calculated by: 

 
Being ni the frequency of gray level i, and N the total number 
of pixels. The average intensity level of the image is also 
determined using the following formula: 
 

   
 

In addition, the standard deviation of the image, given as the 
square root of the variance was obtained, which describes the 
variation of the intensity around the mean: 
 

 
 

Therefore the probability distribution, the average intensity 
value and standard deviation of the image is calculated to 
determine an optimal threshold T by the following equation: 

 

 
 

k1 and k2 are constants, to which are assigned a value between 
1 and 2. 
 
 

IV. RESULTS AND DISCUSSION 

   Methods of Otsu, Thresholding minimum error and 
Hamadani were programmed in the programming language 
C++, the GTK platform library was used with the objective of 
developing graphical user interface, plus the free library 
computer vision OpenCV (Open Source Computer Vision). 
The capture of infrared images was made using a camera 
FLIR A-310, the captured image was for both feet with the 
rainbow palette, in RGB format size 320x240 pixels of 
patients suffering from diabetes. 
   Then comparison of results obtained when performing a 
segmentation of a thermal image of the soles of the feet using 
the methods under study is shown. 
 
 

 
Fig.5. a) Original Thermographic image. b) grayscale image. 

 
   In Figure 5, clause a) the thermal image captured from the 
soles of the feet with the FLIR A-310 camera is displayed, 
where shows color variants designated by the camera 
according to the detected infrared radiation are, being white 
for the highest temperature and dark blue for the lowest. In 
paragraph b) conversion of the thermal image of the soles is 
shown in an image intensity levels in gray, which was 
obtained to calculate the histogram of the image and based on 
this power segment the region interest. 
 

 
Fig. 6. c) Segmentation by Otsu, threshold value of k = 183. d) Segmentation 
by Thresholding of minimum error, threshold value T = 77. e) Segmentation 
by Hamadani, threshold T = 56. 

 
   In Figure 6, clauses c), d) and e) show the application of the 
methods studied in the segmentation of soles. It is noted that 
the segmentation by Otsu method, valuable information from 
the region of interest is lost, whereas in the segmentation 
method of minimun error, some background regions that 
should be eliminated are remained, and this would provide 
information that at the time of processing it would generate 
false results compared with Hamadani method with the best 
patterns by segmenting region of interest from the rest of the 
image. 
   Once completed the pre-processing of the image by applying 
a first segmentation by Hamadani method, mathematical 
calculations were performed to acquire the matrix temperature 
of the segmented image and then conducted a second 
automatic segmentation of the critical spots found based on  
the values of maximum temperature of the temperature matrix, 
thereby detecting areas with thermal anomalies in the soles of 
the feet. 

(14) 
 

(15) 
 

(16) 
 

(17) 
 

(18) 
 

(19) 
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Fig. 7. Areas of the foot with thermal anomalies. 

 
   In Figure 7 is shown in dark gray hue in a yellow circle 
critical spots detected in the soles of the feet of a patient with 
diabetes study. Table 1 shows the parameters of mean 
temperature T of the area with thermal anomalies found, σ the 
standard deviation around the mean temperature and the 
percentage of area %A with abnormal temperatures, the 
parameters were calculated for each foot. 
 

TABLE 1. Parameters of interest 

 Left sole Right sole 

T 31.25°C 31.37°C 
σ 0.23 0.39 
%A 18.89 3.68 

 
   According to information of the parameters of interest, left 
foot has small areas with thermal anomalies of 18.89%, unlike 
the right foot which presents only a minimum of 3.68%, 
however, the average temperature of the areas with thermal 
anomalies is very similar and slightly higher at 31 ° C, so that 
a possible reduced risk of ulceration was observed in both 
feet.   
 

V. CONCLUSIONS 

   In this paper, the implementation of three methods focused 
on pre-procesaminto thermographic images within a process 
of detecting thermal anomalies in soles of the feet in patients 
with diabetes is presented. The Otsu, Thresholding of 
minimum error and Hamadani methods were programmed and 
evaluated through real images of patients with diabetes. After 
applying the methodologies programmed in the thermal 
images a visual comparison of images processed to determine 
the best performance of the methods is performed. The results 
showed that the method was Hamadani allowing more 
efficiently segmenting images, properly separating the region 
of interest in this case the sole. Subsequently methodology 
Pre-processing Hamadani in the entire process of detecting 
thermal anomalies reporting reliable results in detection was 
used. 
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Abstract— This work presents a methodology to perform an 

analysis of vibrations on an industrial manipulator, through 

signals acquired from three-axis accelerometer and digital signal 

processing by using a moving average filter and a FIR filter (finite 

impulse response). In order to test the efficiency of this 

methodology, two cases of study are performed, emulating a 

welding task and a painting one on a robot ABB IRB 140. A report 

containing all the vibration levels, which are obtained from the 

methodology developed, is presented for both tasks with the 

purpose of assess the vibration levels in a commercial 

manipulator. 

Keywords: Moving Average Filter, Industrial Manipulator, FIR 

Filter. 

I. INTRODUCTION 

Nowadays, industry tries to automate most of its processes as 
part of an update which is focused, inter alia, on improving 
quality standards by developing tasks in which a robotic system 
can directly supervise that the process takes out properly and 
correct problems that may arise along the way. Industrial robots 
or robotic arms are a relatively young technology within the 
industry, but their popularity has considerably increased 
because of its capability to perform difficult tasks presenting 
repeatability in a quick and easy way to control. However, there 
are several factors that can affect the proper performance of a 
robotic manipulator, one of the most important is vibration. 
Vibrations are present in any industrial process, because the 
action between elements of any mechanism generates forces 
that make one or more elements oscillate around its equilibrium 
point, so, many works have been developed around the 
identification and measuring of vibration on industrial 
machines. Several methods have been proposed for acquisition, 
processing and analysis of vibrations in Robotic structures. The 

use of accelerometers is well established to obtain kinematic 
parameters [1-4], or to measure vibrations [5]. The acceleration 
signal in an accelerometer contains merged information from 
the inclination with respect to gravity and about vibrations, 
therefore it is desirable to have methods that allow to separate 
the vibration parameter from the inclination one and from some 
other factors like noise. The extraction of vibrations allows 
failure detection [6] that affects the industrial processes in 
which repetitive tasks have been delegated to a robotic 
structure. As mentioned above, the accelerometer provides 
vibration and inclination information which should be 
separated. Given that the inclination signal is principally low 
frequency [7] whereas vibration is high frequency [8], they can 
be separated with properly tuned filters. In this paper, a 
methodology that focuses on the evaluation of vibrations on a 
commercial robotic structure ABB IRB 140 [9] is developed. 
This methodology is based on the combination of a high-pass 
FIR filter and a moving average filter. The high-pass FIR filter 
allows to separate the vibration signal from the inclination one, 
both of them present in the accelerometer signal. Due to noise 
is also a high frequency signal, the use of a moving average 
filter is proposed to isolate vibration from noise contamination. 
The effectiveness of the methodology is demonstrated through 
its implementation in two cases of study in a robotic structure 
ABB IRB 140, emulating a task of painting and another one of 
welding. 

II. THEORETICAL BACKGROUND  

Now some of the concepts required for the development of this 
project are introduced. 

This work was partially supported by CONACYT scholarship (296549) and 
by projects SEP-CONACYT 222453-2013 and PROMEP 103.5/14/710401.  
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A. Robotic Manipulators 

Two types of robotic manipulators are primarily used on 
industry: serial and parallel manipulators. In [10] it is 
mentioned that serial manipulators are the most used on 
industry because they are relatively simple to analyze. For this 
reason in this work the attention is focused on a serial 
manipulator, specifically the ABB IRB 140 manipulator [9]. 
This is a 6 degrees of freedom serial manipulator, i.e. that six 
articulation parameters or variables are required to completely 
describe the configuration of the manipulator [11]. Figure 1 
shows the manipulator ABB IRB 140.  
 

 
 

Figure 1. ABB IRB 140 manipulator. 
 

B. Moving Average Filter 

According to [12], moving average filter is the most common 
in digital signal processing (DSP), mainly because it is very 
easy to understand and use. In addition to its simplicity, the 
moving average filter is optimal for the task of reducing white 
noise, which is one of the most common tasks in DSP. As its 
name suggests, the moving average filter works by averaging a 
number of points of the input signal to obtain a value in the 
output signal and it is described by (1) 
[�]ݕ  = ଵ� ∑ �]ݔ − �]�−ଵ�=            (1)  

 
where: ݕ is the output signal; �is the number of samples of the signal to be averaged; and ݔ is the input signal. 
 

C. Finite Impulse Response Filter (FIR) 

According to its impulse response, filters can be classified into 
finite impulse response or FIR filters and infinite impulse 
response or IIR filters. Thus, a FIR filter has an impulse 
response that is zero outside a finite interval. A FIR filter whose 

input is ݔሺ�ሻ and output ݕሺ�ሻ, can be described by a difference 
equation with finite terms of the form presented in (2). 
ሺ�ሻݕ  = ∑ �ሺݔ�� − �ሻ��=                     (2) 
                          
where {��} is the set of filter coefficients [13]. There are 
different methods to design FIR filters, being the most common 
the use of windows. There are also many different windows to 
do the filter design, just to name a few there are the rectangular 
window, the Hann window, the Blackman window, etc. In this 
work a Hann window is used to develop a high pass filter of 
order 256, with a sampling rate of 1000 Hz and a cutoff 
frequency of 100 Hz.  

III. METHODOLOGY 

The general diagram of the methodology proposed in this work 
is presented in Figure 2. It can be seen that it was necessary to 
carry out the instrumentation of the manipulator ABB IRB 140. 
From the sensors on the robot, signals were acquired through 
the RS- 485 protocol and sent to an FPGA based data 
acquisition system. Then the signals were sent to the PC via 
USB protocol. On the PC the process starts with a filtering stage 
using a moving average filter to remove the noise components 
present on the signal. Once the smoothed signal was obtained, 
another filtering stage is carried out to isolate the vibration 
signal, but this time using a high-pass FIR filter of order 256. 
 

 
 

Figure 2. Methodology  

A. Instrumentation 

To perform the instrumentation task, 5 accelerometers 
LIS331DLH [14] were used. These are three-axis digital 
accelerometers that provide the output data through SPI 
communication protocol. These accelerometers are mounted on 
a board of own development, which contains a microcontroller 
PIC to perform the acquisition of the signals and to allow 
communication between the microcontroller and other devices 
via RS-485 communication protocol. It is through the latter 
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protocol that data are sent to the FPGA device. Then data are 
extracted from the FPGA for being processed with the proposed 
methodology which is developed on a PC. Figure 3 shows the 
location of the 5 sensors on the manipulator ABB IRB 140 .  
 
 

 
 

Figure 3: Location of the sensors on ABB IRB 140 robot. 
 

B. Moving Average Filter 

To apply the moving average filter a Matlab script was 
implemented to execute the task described by (1). Figure 4 
shows the flowchart of the implementation of this step. 
 
 

 
Figure 4. Flowchart of the moving average filter. 

 

C. FIR Filter 

The next step was to implement the FIR filter. This filter was 
also developed using a Matlab script. As mentioned, the filter 
design parameters were a sampling frequency of 1000 Hz, a 
cut-off frequency of 100 Hz and 256 as the order of the filter. 
Figure 5 shows the flowchart followed to implement this filter 
represented by (2). 
Through the union of the two models described above the 
vibration signal presented on every axis of the manipulator 
ABB IRB 140 could be obtained. 

 
Figure 5. Flowchart of the FIR filter. 

 

IV. EXPERIMENTAL SETUP  

Two cases of study are presented with the intention to test the 
proposed methodology and evaluate the vibration levels on the 
manipulator. This methodology was programmed using a script 
developed in Matlab and hosted on a PC whit an AMD A-8 
processor. These tests were developed to evaluate the 
performance of the ABB IRB 140 manipulator which is 
considered to be used on an industrial environment. In the first 
case of study the manipulator was programmed to perform a 
welding task on a flat surface and a circular path in the YZ 
plane. In the second case of study a painting task was performed 
on a path in the XZ and YZ planes. In each case study the 
movement starts from a HOME position and once the task has 
been completed the manipulator is returned to the same HOME 
position. Figure 6 shows the programmed paths as cases of 
study. 
 
 

 
 

Figure 6. Cases of study. 
 
Due to the tasks that were programmed and the way these tasks 
were performed, one of the axis that presented longer and 
sharper movements was the axis 2 of the manipulator, for this 
reason, the figures presented in this work show the results 
obtained for this particular axis but the tables present the results 
obtained for all of the manipulator axes and for each axis of the 
accelerometers. Figure 7 shows one of the original signals 
acquired from the accelerometers when the welding task were 
performed and the signal after being passed through the moving 
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average filter. It can be clearly seen that the signal is smoothed 
in a good way and also that the amplitude of the largest peaks 
of the signal were decreased. 
 

 
 

Figure 7. Original and smoothed signals on the welding task 
 
Figure 8 shows the vibration signal obtained for the y-axis of 
the accelerometer placed on the second axis of the manipulator, 
while the task of welding on a circular surface (first case of 
study) was performed. It can be seen that there are two areas 
where the amplitude of vibration clearly stands. The biggest 
vibration amplitude is near to the beginning of the task, because 
the movement starts from the rest and it is necessary to apply a 
greater torque to initiate the movement of the axes than to keep 
them moving. After this, the vibration zones presented are due 
to the way the circular path is generated. This path is obtained 
through two semicircular paths and the manipulator has to 
apply the brakes twice, one after each trajectory, which are 
reflected in the graph in these two areas of vibration. In addition 
a final vibration region appears indicating the end of the task, 
i.e. the manipulator finishes the work and completely stops. 
 

 
 

Figure 8. Vibration signal on weldind task. 

Moreover, in Figure 9 is presented one of the accelerometer 
signals before and after the moving average filter acquired 
while the robot performed the painting task. Just as in the 
previous case of study, noise components are clearly 
diminished, proving that it is fulfilling its purpose. 
 
 

 
 

Figure 9. . Original and smoothed signals on the painting task. 
 
In turn, in Figure 10 is observed the vibration signal obtained 
for the y-axis of the accelerometer positioned on the second axis 
of the manipulator while the painting task (second case of 
study) was made. On the painting task more areas with 
vibration amplitude peaks are observed. This is because the task 
is more complex than the earlier one and has more abrupt 
changes in direction. 
 
 

 
Figure 10. Vibration signal on painting task. 

 
Table 1 below shows the analysis for the three axes of each 
accelerometer in the manipulator when the welding task is 
performed in the circular surface. 
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Table 1. Vibration analysis on welding task. 
Robot 
Axis 

Sensor 
Axis 

Amplitude (G) 

Min. Max. Mean 

1 
X -6.3x10-8 -0.4051 -0.0011 
Y -7.8x10-11 0.0330 -8.8x10-7 

Z -2.8x10-9 -0.0067 -1.9x10-5 

2 
X 1.4x10-9 0.0176 3.6x10-5 

Y -2.5x10-9 -0.1563 1.4x10-4 

Z -1.2x10-7 -0.4106 -0.0011 

3 
X -7.9x10-8 -0.4068 -0.0010 

Y -1.3x10-8 -0.1355 -1.8x10-4 

Z -1.9x10-8 -0.0401 -2.9x10-5 

4 
X -6.7x10-5 -0.1107 -2.4x10-4 

Y -6.7x10-5 -0.4059 -6.3x10-4 

Z 6.5x10-5 0.0364 9.1x10-4 

5 
X 1.9x10-8 0.1263 -1.4x10-5 

Y -1.3x10-8 -0.0461 -5.1x10-5 

Z -5.3x10-8 -0.3841 -0.0011 
 
The table shows the minimum amplitude value of the vibration 
for each axis (it can be negative or positive), the maximum 
amplitude value of vibration and the average of vibration 
recorded during the task. It may be noted that, as expected by 
the characteristics of the manipulator, the vibrations presented 
a very small amplitude. 
Finally, in Table 2 the vibration analysis for painting task is 
presented. Despite being a more complex task and recorded 
higher levels of vibration, the amplitudes remain low in this 
task. Although the maximum amplitudes become much greater 
than the minimum amplitudes, the average remains below the 
peaks due to the vibration is presented for very short periods. 
 
Table 2. Vibration analysis on painting task. 

Robot 
Axis 

Sensor 
Axis 

Amplitude (G) 
Min. Max. Mean 

1 
X 2.6x10-8 -0.4041 -0.0011 
Y -1.6x10-10 0.0554 -3.7x10-7 

Z -3-1x10-9 0.0073 -1.9x10-5 

2 
X -4.8x10-10 0.0366 3.5x10-5 

Y -2.6x10-10 0.1631 -2.3x10-4 

Z 7.9x10-8 -0.4027 -0.0011 

3 
X -1.9x10-7 -0.4072 -0.0010 

Y -1.4x10-8 -0.1354 -2.3x10-4 

Z 7.5x10-9 -0.0271 -2.9x10-5 

4 
X -2.9x10-8 -0.0650 4.5x10-5 

Y -1x10-8 0.0229 -4.9x10-4 

Z 1.8x10-7 0.0415 2.6x10-4 

5 
X -1.2x10-8 0.1277 -1.7x10-5 

Y -2.3x10-8 -0.0455 -4.9x10-5 

Z -5.9x10-8 -0.3951 -0.0011 

V. ACKNOWLEDGMENT 

Vibration analysis on industrial manipulators becomes of great 
importance to the industry today, because automation is 
important in the production system and any failure in this 

system translates into losses for the company. Having a system 
based on a proper methodology to monitor vibration can 
become a vital factor on detecting faults, not only in robotic 
manipulators, but in many other industrial systems. The 
combination of finite impulse response filter and the moving 
average filter is efficient for extracting vibration in a robotic 
structure as shown by the results, because the characteristics of 
the FIR filter allow to isolate the tilt component from the 
acceleration obtained from the accelerometer, while the moving 
average filter prevents noise contamination in the results. The 
two proposed cases of study were selected based on the 
difference in the dynamic motion that generate on the 
manipulator, the welding trajectory follows the path on a soft 
and smooth way with little braking situations, while the path for 
painting presents abrupt changes in speed and direction of 
movement, which allows different vibration levels. 
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Abstract— The strong influence of the support properties on 

the activity of gold catalysts has been observed in many 

publications. Gold metal dispersed on metal oxides has been 

applied to a number of catalytic reactions including complete 

oxidation of hydrocarbons, hydrogenation, NO reduction and 

CO oxidation. It is established that the catalytic performance of 

supported gold catalysts in the low temperature CO oxidations is 

highly sensitive to the catalyst preparation procedure and the 

nature of support. Considering the nature of support many 

reducible oxides substrates have been tested as supports for gold 

nanoparticles but many of them were found to be less stable than 

that supported on mixed oxide supports.. The influence of 

metallic mixed oxides on the catalytic response of supported gold 

catalysts in the CO oxidation reaction was investigated.  

In this work, supports based on Al2O3-TiO2, Al2O3 and TiO2 

were prepared by sol-gel method for dispersing gold 

nanoparticles. Gold nanoparticles were deposited on mixed 

oxides and reducible oxides by deposition-precipitation (DP) 

using HAuCl4. The gold supported catalysts were characterized 

by several techniques: X-ray diffraction (XRD), UV-vis diffuse 

reflectance spectroscopy (UV-vis DRS) and thermogravimetric 

analyses (TGA), and N2 adsorption-desorption isotherms. The 

XRD characterization of gold catalysts supported showed the 

presence of XRD peaks from metallic Au, anatase as the TiO2 

crystalline phase and hexagonal gamma alumina as the Al2O3 

crystalline phase. For UV-vis spectra of catalysts, has been 

observed the peak position of Au in the metallic state. The 

Au/Al2O3-TiO2 catalysts manifested the highest catalytic activity 

between Au/Al2O3 and Au/TiO2.  

 
Keywords: metallic mixed oxides, gold catalysts, gold nanoparticles.  

I. INTRODUCTION 

In the past decades highly dispersed gold Nanospecies 
supported on various metal oxides have been reported to be 
active in many reactions. Since the discovery on the high 
activity of extremely fine gold nanoparticles in a low 
temperature CO oxidation [1] and reactivity of gold catalysis 
supported on different materials were extensively studied. The 
catalytic activity of these gold catalysts strongly depends on 
the gold particle size, method of gold deposition, pretreatment 
conditions and nature of the supports [2]. The gold containing 

catalysts have been found more active when metal gold 
particles are smaller than 5 nm and the method used for 
preparation of the gold catalyst significantly influences the 
size of gold nanoparticles. One of the methods most often 
used for gold catalyst preparation is the deposition-
precipitation technique which allows a control of particle size 
depending on pH and the precipitation inducing agent (urea, 
hydroxides). At pH of the solution of gold chloride between 6 
and 10 it is possible to obtain gold particles smaller than 4 mm 
[2], [3], [4]. The other principal factor which has a decisive 
influence on the activity of gold catalysts is the nature of the 
support. Most of the catalytic supports require a combination 
of high surface area and good thermal stability [5]. Among the 
potentially interesting solids, zirconia, alumina and titania 
have recently attracted considerable attention not only for their 
remarkable properties in the materials fields, but rather by its 
potential use as catalyst support. These support, ZrO2, Al2O3, 
and TiO2, are most frequently studied because these oxides 
demonstrated to be “active” in CO oxidation reaction due to 
their high oxygen storage capacity and well known catalytic 
and redox properties. The reducible support plays a decisive 
role in the formation and distribution of oxygen vacancies as 
well as in gold particle dispersion and shape, which are 
directly reflected on catalytic activity [2]. Unfortunately, gold 
nanoparticles supported on ZrO2, Al2O3, and TiO2 exhibits a 
low specific area. As a consequence, the gold particles 
supported on these reducible oxides were found to be less 
stable than that supported on mixed oxide supports [6]. Mixed 
oxides are the main supports for gold [2], [3]. The synthesis of 
mixed oxides by sol-gel is well known to confer important 
structural, textural and chemical characteristics to noble metal 
catalysts, due to better control of oxide-oxide interactions at 
the molecular scale. In addition, the sol-gel process permits to 
obtain highly homogeneous materials by incorporation of 
several components in a single-step synthesis [7]. 
Furthermore, application of the sol-gel technique enhances the 
formation of structural defects in oxides used as supports thus 
improving the catalytic activity [8]. The aim of the present 
work was to investigate the effect of Al2O3-TiO2 mixed oxide 
prepared by sol-gel on the behavior of Au/Al2O3-TiO2 catalyst 
in the CO oxidation. 
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II. EXPERIMENTAL 

 
A. Preparation of the Al2O3-TiO2, Al2O3 and TiO2 Support 

Al2O3-TiO2 support was prepared by a sol-gel method 
from organo-metallic precursors.  For the preparation of 
Al2O3-TiO2 support, the required amount of aluminum 
isopropoxide Al[(CH3)2CHO]3 (98%, Aldrich) was taken and 
dissolved in 150 mL of 1 propanol (99.5% Sigma-Aldrich) 
under continuous stirring for 30 minutes. Titanium was 
incorporated by gently adding to the solution an exact amount 
of Titanium (IV) isopropoxide (C12H28O4Ti) (97%, Aldrich) 
under continuous stirring for 30 minutes. Hydrolysis was 
attained by addition of deionized water. After 24 hours with 
moderate agitation, the precipitated solution was filtrated and 
dried at room temperature for 1 day and at 110°C  for 15 h in 
an oven, and calcined for 6 h at 500 °C. For the preparation of 
Al2O3  and TiO2 supports, the same procedure described above 
was used.   

B. Preparation of the Au/Al2O3-TiO2, Au/TiO2, Au/Al2O3  

Gold catalysts were prepared by deposition-precipitation 
(DP), method using HAuCl4 (98%, Aldrich) as source of the 
Au. To obtain the gold concentration corresponding to a 
theoretical Au loading of 3 wt. %, the appropriate amount (50 
mL) of aqueous solution of 3 x 10-3 M of HAuCl4 was 
prepared. In order to ensure the complete gold deposition, the 

pH of solution was adjusted to 11 with a solution 0.1 M 
NaOH. This high pH value allows us to control the deposition 
species and concentration [9]. After this, 1 g of each support 
was dispersed in HAuCl4 solution at 70 °C for 1 h.  In order to 
avoid the negative effect of chlorine ions on the catalyst 
activity [10], the solids obtained were several times washed 
with deionized water. Finally, the samples were dried 
overnight ast 110°C. The references Au/Al2O3 and Au/TiO2, 
samples were prepared by the DP method employing the same 
washing and drying conditions as above. 

 
C. Characterization Methods 

1) X-ray diffraction (XRD): The determination of the 
crystalline phases was carried out by X-ray diffraction (XRD). 
Powder X-ray diffraction measurements of the dried catalysts 
were carried out using CuKα radiation (λ=1.5415Å)  and a 
scan rate of 0.5° min-1 with step size of 0.009 degree in the 
range 5° ≤ 2θ ≤ 80° in a Bruker D8 Advance diffractometer. 

2)UV-vis  diffuse reflectance spectroscopy (DRS): The 
characteristic absorption bands of the electronic transition 
metal derivative were observed by Uv-Vis. UV-vis diffuse 
reflectance spectra of the dried catalysts were recorded in the 
200-800 nm range at room temperature, using a Varian Cary 3 
UV-vis spectrometer. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. XRD patterns of the catalysts: Au/Al2O3, Au/Al2O3-TiO2, and Au/TiO2 
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3) Analysis termogravimetric (TGA): The decomposition 
behavior and weight loss steps were observed in TG curves. 
TGA analyses of the supports and catalyst were carried out in 
a TGA Q500 TA Instruments. The samples were performed 
with 4-8 mg samples on a platinum pan under nitrogen 
atmosphere and scanned from 25 to 800 °C with a heating rate 
of 10°C/min. The derivative thermogravimetry (DTG) profiles 
were obtained from TGA profiles by derivation calculus. 

4)  N2 adsorption-desorption isotherms: The textural 
properties (The specific surface area, pore volume and mean 
pore diameter) of the catalysts were determined from the 
nitrogen adsorption isotherms recorded at 196 °C with a 
Quantachrome Autosorb iQ2 instrument. The samples were 
previously degassed at 200°C for 10 h under a vacuum (10-4 
mbar) to ensure a clean dry surface, free of any loosely bound 
adsorbed species.  The specific areas of the samples were 
calculated according to standard Brunauer-Emmett-Teller 
(BET) equation [11] for data collected in the relative 
equilibrium pressure interval of 0.03<P/P0<0.3. Pore size 
distributions were calculated from the adsorption branch of the 
corresponding nitrogen isotherm using the Barret-Joyner-
Halanda (BJH) method. The total pore volume (Vtotal) was 
estimated rom the amount of nitrogen adsorbed at a relative 
pressure of 0.99 [12], [13]. 

5) Catalytic activity measurements 

Catalytic measurements of CO oxidation were carried in a 
fixed-bed reactor using ≈40 mg de Au/Al2O3- TiO2 catalysts, 
accurately weighed for each sample. The catalysts were 
previously treated with air at 473 K for 4h. After thermal 
treatment, the reactor was cooled down to 268 K and the air 
was replaced by a gas mixture  consisting of 1 vol.% CO, and 
1% O2 balanced with N2to 1 atm (80 mL/min). The molar flow 
rate of the CO in this gas mixture was 4.36 x 10-7 mol/s. CO 
was analyzed at the outlet of reactor with an Agilent 
Technologies 6890N, Network System gas chromatograph.  

The catalytic stability of the gold catalysts for CO 
oxidation was carried out at 308 K for 8 h. Activities are 

described in terms of the total CO conversion as well as the 
specific reaction rates calculated according to the Eq. (1):                                                                                          (1) 

Where r is the specific reaction rate [mol/(gcat s)], X es CO 
convertion, FCO is the molar flow rate of the CO (mol s-1) and 
mcat es the catalyst weight (g).  

 
III. RESULTS AND DISCUSSIONS 

A. Characterization of Supports and Catalysts 

1) X-ray diffraction (XRD): XRD patterns were recorded 
with the aim to investigate the presence of any crystalline in 
supported gold catalysts.  XRD patterns of the studied 
catalysts are presented in Fig. 1. The pattern of Au/Al2O3-
TiO2, Au/Al2O3 and Au/TiO2 are characteristic by the presence 
of XRD peaks from metallic Au, anatase as the TiO2 
crystalline phase and hexagonal gamma alumina as the Al2O3 

crystalline phase. The Au/Al2O3-TiO2 and Au/Al2O3  catalysts 
reveals diffraction pattern  of alumina  by the presence of four 
theta peaks at 32°, 36.9, 45.8 and  a more intense peak at 66.8 
corresponding to the (222), (400) and (440) crystallographic 
planes,  respectively (JCPDS reference No. 00-010-0425) 
[14].  The anatase is the only titania phase present in this 
material, as indicated by the peaks at 2θ  ≈ 24.5°, 38°, 48°, 
54.5°, 62.5°, 70° and 75° (JCPDS-ICDD 21-1272). Only one 
peak of (110) rutile reflection at 27.4° was detected.  As seen 
in Fig. 1 the gold catalysts only show a narrow peak of FCC 
gold lattice in 38.1° corresponding to (111). This peak is clear 
in Au/Al2O3, but in Au/TiO2 and Au/Al2O3-TiO2 is 
overlapping with the peak of anatase reflection at 27.9°. All 
the catalysts don’t exhibit diffraction lines at 2θ=  44.2°, 
64.6°, 77.5° and 81.4° corresponding to the (200), (220), (311) 
an (222) planes, (JCPDS-ICDD 04-0784). These results 
indicate that the gold nanoparticles are highly dispersed, with 
a particle size lower than 4 nm (according to the detection 
sensitivity of this technique). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. DRS UV-vis spectra of the dried catalysts: Au/Al2O3, Au/TiO2,and 
Au/Al2O3-TiO2.   

Fig. 3. DRS UV-vis spectra of the dried catalysts in the 400-800 nm: 
Au/Al2O3, Au/TiO2,and Au/Al2O3-TiO2.
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Fig. 4. TGA curves of the Au catalyst: Au/Al2O3 and Au/Al2O3-TiO2. 

 
2) UV-vis diffuse reflectance spectroscopy (DRS): The 

UV-vis diffuse reflectance spectra of the dried gold catalysts 
are presented in Figs. 2 The Ti-containing gold catalysts 
exhibit two absorption bands centered at ca. 230 and 330 nm. 
The former bands are associated with the charge transfer 
caused by the electron migration between tetrahedral site of 
Ti4+ and O2- [15], [16]. Also, the Al2O3- containing catalysts 
exhibit on absorption band at ca. 220 nm.  In addition to the 
charge-transfer bands due to Al2O3 and TiO2, the UV-vis 
spectra of the gold catalysts show a wide band in the 450-700 
nm region originated by the excitation of surface Plasmon 
vibration due to the presences of gold nanoparticles..  

 

 

 

 

 

 

 

 

 

 

Fig. 6. N2 adsorption-desorption isotherms of the gold catalysts:  
Au/Al2O3, Au/TiO2  and Au/Al2O3-TiO2. 

This plasmon did not appear of the naked supports (figure 
not showed here). It is known that this band is affected by the 
dispersed metal particle size and shape and the dielectric 
properties of the environment that surround it (Fig. 3) [17]. 
Thus, a shift to larger wavelength in the longitudinal Plasmon 
vibration is an indication of the extent of aggregation of the 
gold nanoparticles. For the Au/Al2O3 catalysts, the typical 
plasmon band of small Au particles centered at 535nm appears 
very clearly in figure 3. As seen, there is small shift of the 
longitudinal plasmon vibration due presence of TiO2. One 
probably explanation of this phenomenon is that TiO2 has the 
potential to alter the local environment of gold, inducing shifts 
in the position of the bland. 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 5. DTG curves of the Au catalysts: Au/Al2O3 and Au/Al2O3-TiO2 
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Fig. 7. Pore distribution of the gold catalysts as determined from 
adsorption branch of the N2 adsorption-desorption isotherm using the BJH 
methodology. 

 

3) Analysis termogravimetric (TGA): TGA and DTG 
curves of the Au catalysts supported are shown in Fig. 4 and 5. 
The catalysts show that the weight loss mainly occurs in four 
stages: (i) from room temperature to ca. 150°C, due to the 
desorption of physically boned water and residual solvent; (ii) 
from ca. 150°C to 300°C, due to the desorption of chemically 
bonded water and also the decomposition of reducing agents 
used; (iii) between 300 and 500°C  due to a dehydroxylation 
caused by the decomposition of the phase γ-Al2O3; (iv) above 
500°C due to surface dehydration and subsequent phase 
transitions (from γ- to θ-Al2O3) [5], [12], [18]. In addition, the 
weight loss observed  in  Au/Al2O3-TiO2 catalyst (19%)  is 
less than Au/Al2O3 catalyst (23%). This demonstrates the 
superior thermal stability of the Al2O3-TiO2 support. 

4) Textural properties: The textural properties of the dried 
supported Au catalysts were evaluated by N2 absorption-
desorption isotherms at -196°C. The N2 adsorption-desorption 
isotherms and the corresponding pore size distributions (Fig. 6 
and 7) were calculated from the adsorption branch of N2 
isotherm by using the Barrett-Joyner-Halenda model. 
According to IUPAC’S classification, the Au/Al2O3  and 
Au/Al2O3-TiO2 isotherms show a typical type IV and II shape  
and display H3 and H2-type hysteresis loops respectively [19], 
[20]. 

 And the Au/TiO2 show a typical type I shape  and display 
H4-type hysteresis loops. This indicates that the support 
change the form of hysteresis loop. Thus, in addition to 
structural porosity, all samples have a textural porosity.  

The Fig. 7 shows the pore size distributions of support and 
catalyst expressed as the plot of dV/dlog(D) versus pore 
diameter applied to the adsorption brach of the nitrogen 
isotherm. As seen in this figure, the catalyst shows a uniform, 
narrow pore size distribution centered at about 3.3 nm, while 
the support is about 5.6 nm. The pore volume decrease by ≈ 
55% is due to the Au incorporation onto support.  

Fig. 8. Catalytic activity the Au catalyst: Au/Al2O3, Au/TiO2 and 
Au/Al2O3-TiO2 

 

5) Catalytic activity: The catalytic activity of Au catalysts 
was investigated by temperature-programmed CO oxidation 
reaction performed in temperature range 20°C. The stability of 
catalysts, Au/TiO2, Au/Al2O3 and Au/Al2O3-TiO2, is compared 
in Figure 8.  As seen in this figure the catalysts Au/TiO2 and 
Au/Al2O3 shows lower stability than  Au/Al2O3-TiO2 
Considering the time-on stream stability trend is: Au/Al2O3-
TiO2.> Au/TiO2> TiO2. Thus, one might suppose that the large 
stability is one of the factors contributing to the superior 
activity of the Au/Al2O3-TiO2 in the reaction of total CO 
oxidation (Figure 8).  

 

IV. CONCLUSION 

We have shown that the Al2O3-TiO2 oxides metallic mixed 
could be successfully used as supports for the preparation of 
gold catalysts for CO oxidations. This catalysts Au- Al2O3-
TiO2 has a  large stability and a superior activity that 
Au/Al2O3 and Au-TiO2 in the reaction of total CO oxidation.    
The Au catalyst supported on oxides metallic mixed obtained 
by the sol-gel method suggests a low mobility of the Au 
nanoparticles, probably due to the higher thermal stability (by 
TGA). The oxides metallic mixed improved the catalytic 
performance of supported gold catalysts. This could be due 
probably a synergetic effect between the gold nanoparticles 
and the Al2O3-TiO2 nanoparticles (by XRD and UV-vis). 
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Abstract— Many schemes have been proposed to control 

induction motors, however all these systems this kind of motors 

consist in complex systems. One of the most precise control 

schemes is the Field Oriented Control (FOC), although Scalar 

Control (SC) is simple compared to the construction of the FOC 

and others. In this work a SC and a FOC for induction motors are 

implemented. The goal of this study is to identify the advantages 

and disadvantages of each controller in conditions such as: load 

changes, open loop, with or without encoder in a speed profile. 

Each controller was implemented on the same motor with 

commercial equipment. Each response is analyzed and explained 

by graphics considering the performance in different speeds and 

the response to compensate changes in load. 

Keywords— induction motor; scalar control; field oriented 

control; comparison. 

I. INTRODUCTION 

The three-phase AC Induction Motors (3ϕIM) are 
commonly used in many speed applications, the use of these 
motors is due to its high performance, quiet operation, low cost, 
and low maintenance cost; allowing its use in pumps, 
compressors, conveyors, fans, automated processes, and 
different mechatronic systems. The common control techniques 
for 3ϕIM are [1]: 

 Scalar Control or Voltage/frequency (V/f). 

 Field Oriented Control (FOC). 

 Direct Torque Control (DTC). 

DTC and FOC are the most used techniques to control for 
3ϕIM [2]. Both controllers are used in applications that were 
exclusive for DC motors, where a fast dynamic response is 
required [3]. FOC and DTC are techniques to decouple the 
magnetic flux and current using mathematical transformations 
in order that flux and current are controlled independently and 
reoriented to obtain a good performance [4].  

Despite these techniques are widely used, the FOC is the 
most popular control method for 3ϕIM in applications where 
high performance is required [5]. 

Some applications such as economical speed control can be 
achieved using the SC method, where the V/f ratio is kept 
constant to maintain the stator flux linkage. SC is commonly 
implemented in commercial drives, due to their simplicity.  

On other hand, in this work are considered a commonly 
methodology, with the use of transducers and a methodology 
free of transducers to measure the signals. Sensorless technique 
has been widely adopted in many industry applications, because 
of the advantages of reduced cost and increased reliability by 
eliminating the position sensor and related cabling connections 
[6]. Although, FOC and SC have been analyzed previously to 
test its stability and fault tolerance in [7] and [8]. It is important 
to know the Induction Motor (IM) response using a basic 
control, without observers or complex algorithms. This work 
presents a methodology for analyzing the responses of 
sensorless FOC and SC, both operating in open and closed loop, 
with load changes in speed profile.  

II. SCALAR CONTROL 

SC does not use a vector controlled drive scheme. The scalar 
variable speed is obtained by a direct measurement or 
calculation, and it is used in closed loop and open loop feedback 
formats. Although its transient behavior is not ideal, a scalar 
system tends to a satisfactory steady state response. 

SC process consists in controlling IM speed by means of the 
adjustable magnitude of stator voltages and frequency and tries 
to maintain the air gap flux at the desired steady-state value. The 
circuit in the Fig. 1 describes how this technique works by trying 
to emulate a simplified version of the steady-state. 

 
Fig. 1. Indcution motor equivalent circuit. 
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Where Rs is the stator resistance and its value is zero by 
convention, Lls is the stator leakage inductance and is embedded 
into the rotor leakage inductance Llr. The air gap flux is 
represented by the magnetizing inductance, and its equation is 
represented by: �� = ݏ�� +  ݎ��

 

As a result, the magnetizing current that generates the air gap 
flux can be approximately the stator voltage to frequency ratio, 
with the next phasor equation for steady-state analysis: 

 �̃ ≅ �̃�݆�� 

 

The equation can be simplified whether IM is operating in 
the linear magnetic region, thus � is: 

 � = Λ� ≅ ��ሺ2�݂ሻ� ⇒Λ ∝ ��݂ 
 

The magnetic flux remains constant and torque becomes 
independent from the power supply frequency whether ratio ��/݂  radio remains constant at any frequency change. At 
different speeds the ��/݂ ratio keeps constant and it is possible 
to maintain Λ constant. For that reason the stator voltage must 
increase proportionally to the speed, in order to keep  ��/݂ radio. 
The slip compensation is added in the system with the speed 
measurement. In the Fig. 2 is shown the closed-loop V/Hz 
system with a speed sensor. There are three speed ranges in the 
V/Hz profile as shown in the Table I. 

TABLE I.  SCALAR CONTROL PROFILES 

Hz Properties 

 ࢉࢌ-0
A voltage is required, so the voltage drop across the stator 
resistance cannot be neglected and must be compensated 
for by increasing the �� 
Not linear 

The cutoff frequency ݂  and the suitable stator voltages 
may be analytically computed from the steady-state 
equivalent circuit R≠0 ࢊࢋ���ࢌ-ࢉࢌ It follows the constant V/Hz relationship 

The slope actually represents the air gap flux quantity  

 ࢊࢋ���ࢌ<

The constant ��/݂ ration cannot be satisfied because the 
stator voltages would be limited at the rated value in order 
to avoid insulation breakdown at stator windings 

The resulting air gap flux would be reduced, and this will 
unavoidably cause the decreasing develop torque 
correspondingly. 

This region is called “field weakening” 

 

 

Fig. 2. Stator voltage versus frequency profile. 

A reference at as a lower limit on frequency is acceptable to 
applications such a fan and blower drives where the speed 
response is not critical. Since the rated voltage and maximum 
frequency information are needed to implement the profile. The 
command frequency is allowed to go below the minimum 
frequency ݂�, with the output voltage saturated at a minimum 
value��. Also, when the command frequency is higher than 
the maximum frequency ݂�, the output voltage is saturated at 
a maximum value ��. 

The overall system implementing a 3ϕIM with V/f drive is 
depicted in Fig. 3. The IM is driven by the conventional voltage-
source inverter. 

 

Fig. 3. Standar scalar control for Induction Motor. 

III. FIELD ORIENTED CONTROL 

The induction machine control scheme is more difficult than 
a DC motor control, due to its non-linear nature of the 
relationship between the stator current and torque or flux. An 
accurate representation of the real behavior of the IM is given 
by a field oriented model, whose principle is based on a control 
vector system. 

FOC lets us decouple torque and magnetization flux; stator 
flux components are produced by this decoupling, so it is used 
such as independent torque control. FOC consist of controlling 
stator currents represented by a vector whose projections 
transform a 3 phase and speed dependent system into a two 
coordinates (q and d) with a time invariant system. Thus, two 
constants inputs are needed by FOC which are the torque 
component and the flux component, those must be aligned 
respectively with the q and d coordinates. 
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Working with projections mean that instantaneous electrical 
quantities are used by the control structure and it is possible to 
solve typical scalar control problems such as the ease of reaching 
constant reference torque component and stator current flux 
components. 

 

 

Fig. 4. IM standar field oriented control. 

The three phase voltages, currents and fluxes of AC-motors 
are analyzed in terms of complex space vectors. With regard to 
the currents, space vector is defined as shown in ecuation below. 
Assuming that ia, ib, ic are stator-phase instantaneous currents, 
then the complex stator current vector ��̅ is defined by: ��̅ = ݅ + �݅ + �2݅ 

 

Where α = ݁�మయ �  and α2 = ݁�రయ �  represent the spatial 
operators. The Fig. 5 shows the stator current complex space 
vector. 

Where a, b and c are the three phase system axes. This 
current space vector depicts the three phase sinusoidal system. 
It still needs to be transformed into a two time invariant co-
ordinate system. This transformation is split into two steps: 

  Clarke transformation which outputs a two co-ordinate 
time variant system, (a,b,c) ⇒ (α, β). 

 Park transformation which outputs a two co-ordinate 
time invariant system, (α, β) ⇒ (d,q). 

 

Fig. 5. Stator current space vector and its component in (a,b,c). 

IV. DESCRIPTION OF EXPERIMENTAL SYSTEM 

Tests were performed with a 3ϕIM whose characteristics are 
shown in Table II, the motor was supplied with 
TMDSHVMTRPFCKIT kit, which contains a Texas 
Instruments (TI) DSC TMS320C28035. Using Space Vector 
PWM technique, the DSC produces 6 PWM signals to control 
the inverter and control the rotor speed, these changes are 
controlled from a PC with Code Composer Studio. The 
implementation of the algorithms was using Digital Motion 
Control (DMC) libraries from TI, using the basic elements of 
each control as shown in Fig. 3 and Fig. 4. In order to obtain an 
analysis of each control, tests were conducted on a bench are 
shown in Fig. 7. The Conditions and tests are summarized in 
Table IV. 

a) Sensorless 

Algorithms of DMC libraries were used to carry out speed 
estimation, where two motor phases are measured to estimate 
the motor electric flux, and then, it is used to estimate the speed 
as shown in Fig. 6. 

 

 

Fig. 6. IM speed estimation scheme [9]. 

b) Close Loop and Open Loop 

The variable speed drive provides a current of 10 A, as a 
security system, it is protected by a fuse in the power input, in 
addition, the software protects IM from currents above 8 A. To 
close the control loop, tests were made with speeds under 40% 
of rated speed, due to the current demand. 

c) Load 

A DC motor, Table III, was used to produce mechanic loads 
on the IM. A load cell was incorporated between both motor 
shafts, load cell signal was introduced to a data acquisition card 
(DAQ) and processed by National Instruments (NI) LabView 
software. Finally, the torque applied was plotted to monitor this 
signal.  

The load was applied an instant time when the engine was at 
steady state in a defined speed, this was to see the current drawn 
by the motor and test the efficiency of the controller in speed. 

d) Speed Profiles 

Functionality algorithms of the controller are used to 
monitor motor efficiency at different speeds, especially under 
conditions explained above. 
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Three speeds were applied: low, medium and high speed. 
Low speed at 10% of the nominal value, 50% as average speed 
and 90% as high speed, except for the closed loop where speeds 

were 10% and 30%, because the current drawn by the motor to 
compensate the load exceeded protection capabilities. 

 

 

Fig. 7. Test Bench for IM control.

TABLE II.  INDUCTION MOTOR PARAMETERS 

1/4 HP, 1800 rpm, 208-230 V, 10 A, 3 

phase, 4 pole, 60Hz 

Stator Resistance 
sR  : 11.05 Ω 

Stator Inductance 
sL  : 0.316423 H 

Rotor Resistance 
rR  : 6.11 Ω 

Rotor Inductance 
rL : 0.316423 H 

Mutual Inductance 
mL  : 0.293939 H 

 

TABLE III.  DIRECT CURRENT MOTOR PARAMETERS 

Power : 1/2 Hp 

RPM: 1750 

Voltage (dc): 180 V 

Current: 2.5 A 

Torque Constant (Kt): 1 Nm/A 

Torque Max: 2.5 N 

 

TABLE IV.  TEST BENCH LIST 

Fiel Oriented Control 

Sensorless 

Open-loop 

Close-loop  

Low 

Velocity 

Low 

Velocity 

Medium 

Velocity 

 

Scalar Control 

Sensorless 

Open-loop 

Close-loop  

Low 

Velocity 

Low 

Velocity 

Medium 

Velocity 

 

V. RESULTS 

Sensorless FOC was the first algorithm tested in open loop 
with a specific velocity profile (as previously explained). Fig. 8 
shows an error in the velocity estimated at low revolution, 
however, as speed increases, estimation algorithm gets closer to 
the actual value, which was measured with a QD200 encoder. 

The profile shows four speeds that are: 180, 540, 1260 and 
1440 rpm. A 1-Nm torque with a DC motor is applied; due it is 
open-loop, disturbance directly affected IM speed, which 
decreases when applied load was returned to the desired value 
when removed. Similarly, because there is no control loop, the 
current drawn by the motor is approximately 2 A as shown in 
Fig. 9. The current frequency only changes as the engine speed 
rises. 

When the control loop is closed as seen in Fig. 10, the 
velocity estimator shows erroneous values when a load is 
applied, then the motor change its direction to the load rotation, 
for an instant, in order to compensate and a current consumption 
with amplitudes of 2 Amp and 1 Amp of noise, as shown in Fig. 
11. 

 

Fig. 8. Sensorless  FOC open-loop response. 

DC 

MOTOR 

AC 

MOTOR 

AC MOTOR 

Control DC MOTOR 

Control 
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Fig. 9. FOC Sensorless open-loop current. 

 
Fig. 10. FOC Sensorless closed-loop response. 

 

Fig. 11. FOC Sensorless closed-loop current. 

With this observed behavior, it is understood that the 
estimation algorithm will not allow closing the loop without 
forcing the motor, therefore, a closed loop test with sensored 
scheme was performed. 

Fig. 12 shows the load disturbance in speed and how it is 
compensated. The current consumption is higher if the speed 
increases. Fig. 13a shows the current consumption without load 
and Fig. 13b shows the consumption with load, consumption is 
twice the current. Considering the characteristics of the motor, 
Table II, only 2 speeds were tested, as a safety measure to avoid 
damaging the AC motor. 

 
Fig. 12.  Sensored FOC close-loop response. 

 
                      a)                                                b) 

Fig. 13. Sensored  FOC close-loop currents a) without load b) with load. 

 

Fig. 14. Sensorless  scalar open-loop response. 

 

Fig. 15. Scalar Sensorless open-loop current. 

In SC testing, greater error was observed in the speed 
estimator, compared to FOC, this is caused by a saturation in the 
variable speed. This result does not affect the current 
consumption, due the use of open-loop. At this point the use of 
the peed estimator for testing the SC closed-loop is discarded. 

Fig. 16 shows the results of implementing the sensored SC, 
similarly in FOC, the open-loop does not compensate the speed 
error when a load is applied. However, a noise is observed in the 
motor current Fig. 17. 
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Fig. 16. Sensored scalar open-loop response. 

 

Fig. 17. Sensored scalar open-loop current. 

When the SC was implemented in closed-loop, a better 
performance was observed, to compensate the disturbances in 
speed as shown in Fig. 18, unlikely in sensored FOC closed-
loop, the disturbance at low speed is more noticeable, and 
similar at high speed. The difference is the current consumption, 
Fig. 19a shows the consumption with motor unloaded, in 
contrast at Fig. 19b where current spikes are observed. These 
high current values might damage equipment, consequently, 
only results at speeds of 180 and 540 rpm are shown, similar to 
the FOC test in closed-loop. 

 

 

Fig. 18. Sensored scalar close-loop response. 

 

Fig. 19. Scalar Sensored open-loop currents a) Without load. b)With load. 

VI. CONCLUSIONS 

This work presents two testings under different control 
technique conditions, the tests were performed in order to make 
a comparison in IM speed performance, it is incorrect to say that 
one technique is better than the other one. 

Although the sensorless technique simplifies the installation 
by saving a sensors installation, it has disadvantages in SC both 
open and closed loop, however, the FOC is more useful when 
used in open loop. In this paper an estimate algorithm of DMC 
libraries was used, however, there are currently various schemes 
to estimate the speed, such observers, fuzzy control, genetic 
algorithms, and neural networks, among others. It would have to 
be consider using a robust estimator to load changes. 

For both techniques a sensor was required to obtain better 
results. The performance of both controllers in closed-loop was 
similar, except for the current consumption, the SC had higher 
consumption compared to FOC, and in addition, at low speed 
SC was more sensitive to disturbances. It is important to 
consider to use a motor with more features to support high 
currents and try it at high speeds. As mentioned above, the tests 
were limited by security of motor and control system, however, 
literature has reported some works based on classical schemes 
control with good speed performance without high power 
consumption. 

Also, it is important use a platform with greater power 
capacity, the employed kit was only for test and learn the control 
schemes, not for industrial use, the platform must meet the 
requirements based on the demand of the application. 

Therefore, the SC is useful in medium and high speeds, in 
open-loop has a speed close to the desired one and the main 
advantage, is the control simplicity, on an another hand, the FOC 
offers excellent performance in closed loop and open loop with 
sensor, quickly compensates disturbances and can operate with 
lower currents than SC. 

A methodology that allows testing innovations in techniques 
of control was presented, because it shows the basic elements 
for speed performance criteria, and perform an appropriate 
comparison IM controller key points. 

Acknowledgement: The authors would like to thank 
CONACyT and UAQ for economic support. 

REFERENCES 

 
[1] H. Toliyat, E. Levi, and M. Raina, “A review of RFO induction motor 

parameter estimation techniques,” Energy Conversion, IEEE, vol 18, pp. 
271–283, 2003. 

[2] M. Naouar, E. Monmasson, A. Naassani, I. Belkhodja, and N. Patin, 
“FPGA Based Current Controllers for AC Machine Drives - A Review,” 
IEEE Transactions on Industrial Electronics, vol 4, pp. 1907-1925, 2007. 

[3] X. Garcia, B. Zigmund, P. Terlizzi, and L. Salvatore, “Comparison 
Between FOC and DTC Strategies for Permanent Magnet Synchronous 
Machines,” Advances in Electrical and Electronic Engineering, pp. 76-
81, 2011. 

[4] M. Merzoug, and F. Naceri, F, “Comparison of Field Oriented Control 
and Direct Torque Control for Permanent Magnet Synchronous Motor 
(PMSM)”. Proceedings World Academy of Science, Engineering and 
Technology, vol 45, pp.299–304, 2008 

268



[5] C. Korlinchak, and M. Comanescu, “Sensorless field orientation of an 
induction motor drive using a time-varying observer,” IET Electric Power 
Applications, vol 6, pp. 353-361, 2012. 

[6] K. Ide, S. Sato, S. Morimoto, H. Iura, H. Stefan, and C. Schreiter, “A 
robust sensorless AC motor drive based on simple flux observer with 
voltage error compensation,” 2009 13th European Conference on Power 
Electronics and Applications, pp 1-9, 2009. 

[7] A. Oteafy, and J. Chiasson, “A study of the Lyapunov stability of an open-
loop induction machine,” IEEE Trans. Control Syst. Technol., vol. 18, pp. 
1469-1476, 2010. 

[8] A. Sayed-Ahmed, and N.A.O. Demerdash, “Fault-tolerant operation of 
delta-connected scalar- and vector-controlled AC motor drives,” IEEE 
Trans. Power Electron., vol 27, pp. 3041-3049, 2012 

[9] M. A. Martinez-Hernandez, F Mendoza-Mondragon, J. Resendiz; R. 
Rodriguez-Ponce and J. Gutierrez-Villalobos, “On-line rotor resistance 
estimation for an induction motor drive based on DSC,” European DSP 
Education and Research Conference (EDERC12), pp. 233-237, Sep. 2012 

 

 

269



Productivity appraisal of Lettuce (Lactuca sativa var. 

Vulcan) and Nile Tilapia (Oreochromis niloticus var. 

Spring) of three aquaponic systems under 

greenhouse conditions. 

Arellano-Márquez J.A.
1
, García-Trejo J.F.

 2
, Soto-Zarazúa G.M.

 3
 

 
1 
Facultad de Ingeniería, Universidad Autónoma de Querétaro, C.U. Cerro de las 

Campanas s/n. Col. Las campanas. C.P. 76010, Qro., México. armajaal@hotmail.com 
2
 División de investigación y posgrado, Facultad de Ingeniería, Universidad Autónoma de Querétaro. C.U. Cerro de las 

campanas s/n. Col. Las campanas. C.P. 76010, Qro., México. 
3 
Cuerpo Académico de Sistemas Embebidos y Asociados, Facultad de Ingeniería. Universidad Autónoma de Querétaro. C.U.  

Cerro de las campanas s/n. Col. Las campanas. C.P. 76010, Qro., México. 

 

Abstract—Tilapia growth and productive parameters were 

evaluated in aquaponic systems, as well as lettuce growth in 

aquaponic systems. Each aquaponic system was made of a 

6m
3
 fish tank and a growing bed. In aquaponic systems 

biomass was initially adjusted with 1080 fish of 2.3g mean 

weight. Fishes were feed three times a day at 8:00 am, 13:00 

pm and 16:00 pm with Api-Tilapia 1 MaltaCleyton Brand 

adjusted to 8% of total biomass at the beginning and 5% at 

the end.  Every 20 days, fish wet weight, total length, standard 

length, minimum and maximum height were obtained, and at 

the end of the harvest productive parameters were calculated. 

Every 20 days a sample of 25 g of plants were taken and fresh 

weight were obtained. In each aquaponic system, 150 

plants/system were seeded, and followed for growth length 

and wet weight.  Some photographic images were taken in 

order to establish lettuce nutritional deficiencies and make a 

database. Every day pH, temperature, dissolved oxygen and 

visibility values were taken, and every 15 days values of 

ammonia, nitrite, nitrate, calcium and potassium were 

obtained. Significant differences were observed in growth of 

fish and lettuce in the different systems. Treatment 1 (NFT) 

fish did exhibit better productive parameters than the other 

ones.  Also Treatment 3 (Soil culture) lettuce did present 

larger wet weight and larger leaf height. In all systems, plants 

did present Ca, K and Fe deficiencies. Fish growth was good 

with productive parameters, also the best with survival 

percentages. Main factors for the differences observed were 

temperature changes and dissolved oxygen. NFT system (T1) 

was better in terms of productive parameters than Bed 

Growth system (T2) and soil irrigated with fish water system 

(T3). 

Key words—Aquaponic systems, lettuce and tilapia culture, 

productivity appraisal. 

 

I.  INTRODUCTION 

According to [1] aquaponics refers to the culture of 

fish and plants in a closed recirculation system, which is 

the result of the integration of techniques used in 

hydroponics and aquaculture. These systems have been 

widely used throughout the history of mankind, because all 

great civilizations had been established near rivers or the 

sea, generating tools and techniques for fishing and 

aquaculture, as an example the Chinese culture has a 

tradition of more than 3000 years regarding fish farming 

refers [2]. Aquaponics try to build systems that resemble 

natural conditions in a lake or river where the waste 

produced by an aquatic organism serve as a nutrient source 

for plants. Of course, this requires the action of 

intermediary microorganisms as nitrifying bacteria that 

facilitate the flow of essential nutrients like nitrogen. Plants 

turn these compounds into nitrates that they can assimilate, 

by taking them clean the water avoiding crop 

eutrophication. The basic components of an aquaponic 

system are: aquatic organisms, plants and recirculation 

system. 

Reference [3] says that aquaponics is gaining attention as a 

biointegrated food production system, which is done in 

closed recirculation aquaculture systems. Reference [4] 

indicates that this is due to the advantages of the system 

which includes: prolonged water reuse and minimizing 

discharges; further integration of the production systems of 

fish and plants allows cost savings so that the profitability 

of aquaculture systems is improved. Reference [1] 

indicates that technological advances in recirculating 

aquaculture systems stimulated a big interest in it as a 

potential means to increase profits while some of the waste 

products are used. In this regard [5] report that 

conventional treatments of aquaculture discharges 

represent a significant additional cost; thus aquaponics 

becomes an alternative treatment of discharges from 

aquaculture, more economical and profitable.  

Also Reference [6] indicates that the aquaculture effluent 

typically supplies 10 of the 13 required plant nutrients in 

adequate amounts, with only Ca, K and Fe needing 

supplementation. Continuous generation of nutrients from 
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fish waste prevents nutrient depletion while uptake of 

nutrients by the plants prevents nutrient accumulation, 

extends water use, and reduces discharge to the 

environment.  

 

II.  MATERIALS AND METHODS 

A.  Location of the Experiment 

The experiment was conducted under greenhouse 

conditions. The greenhouse was located in Campus 

Amazcala with dimensions of 15 m long x 7 m wide and 

where four black plastic tanks were installed with a 

capacity of 6 m
3
 equipped with submersible pump of 1/6 

hp Little Giant brand for water recirculation and the 

aeration was provided with an oxygen generator Topaz 

brand of 1 hp. The experiment was conducted over a period 

of 20 weeks. 

B.  Biological Material 

For horticultural crop seeds of Vulcan Lettuce (Lactuca 

sativa var. Vulcan) were used and for aquaculture Nile 

tilapia (Oreochromis niloticus. var. Spring) organisms 

were used. 

Each tank initially received 1080 tilapia of 2.3 g mean wet 

weight and each culture bed initially received 150 plants of 

lettuce.  

C.  Design of Experiments 

The experimental design was a 3 x 2 design, where the 

three treatments interact. The number of replicates per 

treatment was one (or two experimental units by type of 

crop) to finally had a total of six experimental units. 

 

The experimental units consisted of: 

a) T1. Tilapia-lettuce aquaponic system using nutrient film 

technique (NFT). 

b) T2. Tilapia-lettuce aquaponic system using the 

technique of inert substrate in growing bed. 

c) T3. Tilapia-lettuce aquaponic system using soil irrigated 

with water fish. 

 

D.  Associated variables with the measurement of 

environmental conditions inside the greenhouse. 

The response variables were measured in water at noon on 

a daily schedule through the following determinations: 

temperature (°C) relative humidity (%) and radiation (watts 

/ m
2
). 

 

E.  Associated variables with the measurement of 

physical-chemical parameters of water. 

Determinations of the different forms of nitrogen in water 

were made, such as; ammonia nitrogen (NH3-N), nitrate 

(NO3), nitrite (NO2-) also phosphorus (PO4) and potassium 

(K
+
) determining them systematically every 8 days. 

 

F.  Associated variables with fish biometrics 

Measurements in fish were obtained through biometrics of 

a sample of the population every 20 days and the 

parameters were; minimum height (Amin) in mm, total 

length (Lt), standard length (Lp), maximum height (Amax) 

and wet weight (Phum) in grams. At the end of this period 

a determination of the standard aerobic metabolism to a 

sample of organisms was made, and measured daily 

oxygen consumption (QO2 day-1g-1), humidity (%), total 

ash (%), ammonia nitrogen (obtained NH3-N), nitrate 

(NO3), nitrite (NO2), phosphorus (PO4) and potassium (K
+
) 

all in mg / L. The estimation of the amount of food that 

would be provided to fish (8% of total biomass at baseline 

and after 5%) was calculated with biometric data obtained. 

 

G.  Associated variables with lettuce biometrics 

The response variables in lettuce culture were performed 

through biometrics, initially all organisms that were in 

treatment were measured, the measures taken were: total 

length of leaf (Lthoja), root length (Lraíz), stem diameter 

(Amax) and minimum (Amin) in millimeters, wet weight 

(Phum) in grams. Systematically the same data were taken 

every 20 days and a sample was took having a wet weight 

of 25 g biomass to make determinations like: humidity (%), 

total ash (%), ammonia nitrogen (NH3-N) was selected, 

nitrate (NO3), nitrite (NO2), phosphorus (PO4) and 

potassium (K
+
). 

 

H.  Analysis of collected data 

A descriptive analysis expressed as the mean and standard 

deviation of fish growth (weight, total length and standard) 

in aquaponic systems was performed. 

The same procedure was used for growth in plant height in 

aquaponic systems, so the dynamic behavior associated 

with each measured variable and crop yield was 

determinated. Statgraphics Centurion XV, ver. 15.2.06 

software was used to analyze the collected data. 

 

I.  Productive parameters 

Productivity parameters were determined according to the 

parameters proposed by De Silva and Anderson (1986) 

using the following equations: 

 

Weight gain (g) = 100 (P1-P0)             

(1) 

Daily average weight gain (g) = (P1-P0) / t            

(2) 

Specific Growth Rate (%/day) = ((LnP1–Lnp0) x 100) / t)   

(3) 

Survival rate (%) = Ni x 100 / N0             

(4) 

 

Where: P0 = initial wet weight; P1 = final wet weight; t = 

time (days); N0 = initial fish number; Ni = final fish 

number. 
 

J.  Identification of nutritional deficiencies 
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During the experiment, a weekly record was performed and 

symptoms of deficiencies in lettuce plants were 

determined. 

 

 

III.  RESULTS 

A.  Water Quality 

A sample was taken every 15 days during the 

experiment; the data collected is shown in Table 1.  The 

results of the statistical analysis show that the variation 

for this experiment could be attributed to dissolved 

oxygen (44.43%) and temperature (17.26%) between 

these two parameters and the remaining 38.31% of the 

variance is explained by the other factors (Table 2).  

 

 

 

B.  Tilapia Culture 

Fish growth comparison between systems shows that T1 

(NFT) presents longer fish, while the other two systems 

(T2 and T3) show a lower fish length with results very 

similar to each other (Figure 1); also weight comparison 

shows that T1 was more productive than T2 and T3 (Figure 

2). 

 

 

 

TABLE 1. Values of physicochemical parameters of water in different treatments during the 

experiment. Minimum (Min), maximum (Max) average (Avg) and Standard deviation (Std.D.) 

Dissolved oxygen  (O2 mg/L) 

 
1 2 3 4 5 6 7 8 

 

Avg. Std.D. Min. Max. 

T1 7.5 7.2 7 6.9 6.8 5.2 5 5.5 

 

6.39 ± 0.988 5 7.5 

T2 7.6 7.1 6.8 6.6 6.4 5.3 5.2 5.1 

 

6.26 ± 0.950 5.1 7.6 

T3 7.5 7 6.8 6.5 6.6 5.4 4.3 4.6   6.09 ± 1.174 4.3 7.5 

Temperature (°C) 

T1 29.6 28.4 30 26 28 29 31 32.3 

 

29.2 ± 1.925 26 32.3 

T2 30.5 29.4 32 28 29 29 32 31.4 

 

30.1 ± 1.529 28 32 

T3 30 30.2 31 28 28 28.5 31.5 31.3   29.8 ± 1.461 28 31.5 

 Hidrogen potential (pH) 

T1 8.5 8.8 9.3 9 8.6 8.8 8.7 8.8 

 

8.8 ± 0.247 8.5 9.3 

T2 8.4 8.8 9.5 9.5 8.8 9 8.8 9.1 

 

8.9 ± 0.376 8.4 9.5 

T3 8.5 8.9 9.8 9.4 8.9 9.1 9.1 9.1   9.1 ± 0.382 8.5 9.8 

Nitrate (NO3
- 
mg/L) 

T1 1.3 0.11 2.3 2.2 2.4 2.9 3.6 3.7 

 

2.31 ± 1.185 0.11 3.7 

T2 1.4 0.15 2.5 2.5 3.6 3.1 4.7 4.6 

 

2.82 ± 1.546 0.15 4.7 

T3 1.3 0.15 2.5 2.3 3.8 3.8 3.65 5.8   2.91 ± 1.742 0.15 5.8 

Nitrite (NO2
-
 mg/L) 

T1 0.03 0.11 0.11 0.12 0.15 0.16 0.14 0.13 

 

0.12 ± 0.040 0.03 0.16 

T2 0.03 0.2 0.13 0.15 0.15 0.85 0.8 0.9 

 

0.4 ± 0.376 0.03 0.9 

T3 0.03 0.22 0.15 0.18 0.18 1.16 1.18 1.16   0.53 ± 0.528 0.03 1.18 

Ammonia (NH3-N
+
 mg/L) 

T1 0.05 0.11 0.06 0.5 0.7 0.8 0.7 0.75 

 

0.46 ± 0.331 0.05 0.8 

T2 0.05 0.2 0.2 0.7 0.8 0.7 0.75 0.8 

 

0.53 ± 0.316 0.05 0.8 

T3 0.05 0.22 0.3 0.9 0 0.85 0.8 0.9   0.5 ± 0.397 0 0.9 

Visibility (cm) 

T1 90 65 75 50 45 35 30 28   52.2 - 28 90 

T2 90 50 35 25 20 18 18 18 

 

34.2 - 18 90 

T3 90 44 15 8 5 5 5 5   22.1 - 5 90 

 

 

TABLE 2. Multivariate analysis for physicochemical parameters of water in aquaponic crops. 

Factor Eigenvalor Variation (%) 

Dissolved oxygen (O2 mg/L) 3.11 44.43 

Temperature (°C) 1.2 17.26 

pH 0.91 13.01 

Nitrate (NO3
-
 mg/L) 0.76 10.98 

Nitrite (NO2
-
 mg/L) 0.43 6.18 

Ammonia (NH3-N
+ 

mg/L) 0.35 5.12 

Visibility (cm) 0.2 10 
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Figure 1.  Fish standard length comparison between the three systems. Each point represents the average value ± standard deviation. 

 

 
 

Figure 2. Fish wet weight comparison between the three systems. Each point represents the average value ± standard deviation. 

 

 

 

 

 

 

 

 

TABLE 3. Tilapia productive parameters. 

  T1 T2 T3 

Initial organisms (n) 1,080 1,080 1,080 

Final organisms (n) 742 451 621 

Initial Weight (g) 10,584 8,532 10,044 

Final Weight (g) 25,228 12,177 18,443 

Initial average weight (g) 9.8 7.9 9.3 

Final average weight (g) 34.3 27.2 29.7 

Weight gain (g)  14,644.00 3,645.00 8,399.70 

Daily average weight gain (g) 162.71 40.5 93.33 

Weight gain (%) 138.36 42.72 83.63 

Weight gain (g/day) 0.22 0.09 0.15 
Specific Growth Rate (SGR%/day)  2.07 2.05 1.94 

Survival Rate (SR%) 68.7 41.76 57.5 
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Table 3 shows that T1 had higher mass gain than fish grown in T2 also had the lowest this crop was introduced which 

increased survival. The values of weight gain (g / day) were below what has been reported in other similar works like 

[7] where profits of 4g / day are mentioned individually.  
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C. Lettuce Culture  

Lettuce growth comparison between systems shows that T3 

was more productive than T1 and T2 (Figure 3); also leaf 

length comparison shows that T3 presented longer leaves 

than T2 and T3 (Figure 4). However, those high values 

referred to a controlled filtration system and the organisms 

that were used had an average initial weight of 82.3g of 

wet biomass. Is a fact that using larger fish is a common 

practice because smaller fish have high mortalities [8]. 

 

Figure 3. Lettuce wet weight comparison between the three systems. Each point represents the average value ± standard deviation.  

 

 

Figure 4. Lettuce leaf length comparison between the three systems. Each point represents the average value ± standard deviation. 
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C. Nutrient deficiencies 

A database using pictures was made to find out the 

behavior of the nutrients during the culture time. Some 

symptoms were observed and looked them in bibliography 

to determinate which of them were deficient or which of 

them not. According the symptoms observed can be 

determinate that calcium, potassium and iron were 

deficient. Iron deficiency causes yellowing between the 

veins on youngest leaves (Figure 5, A).  

Calcium deficiency causes leaf tissue disorder tip burn, the 

tissue gets brown almost always affects leaves inside the 

heart of the plant. (Figure 5, B). Potassium deficiency 

causes gray develop on leave or areas near the margins. 

Oldest leaves are affected first with characteristic 

symptoms of scorching around the leaf margins (Figure 5, 

C).

 
  Figure 5. Deficiency symptoms observed on lettuce culture. 

 

I.  DISCUSSIONS 

The monitoring of environmental temperature during the 

experimental period showed variations with minimum 

values of 3.6 °C at night and maximum values of 45 °C 

during the day. The water temperature was more stable 

with minimum values of 19 °C and maximum values of 

30.5 °C reached during the day. Considering the case of the 

nile Tilapia (Oreochromis niloticus) a range of 28 to 30 ° C 

has been determined as the optimum for their development 

[9]. 

 

In the oxygen monitoring was observed that this parameter 

had an irregular behavior falls to 0 mg/L overnight and 

peaks of 8 mg/L during the day. References [6, 10] had 

reported ranges of 4.0 to 6.0 mg/L of O2, for lettuce crops, 

basil and parsley, among others, while [11] remained 

higher than 5 mg/L O2 concentrations. 

 

The hydrogen potential values showed minimum values of 

8 and maximum of 9.9. However, the recommended pH for 

the proper operation in the systems is between 7.5 and 9 

units of value [12]. 

 

The statistical analysis showed that the factor that can 

explain most of the variation of the process is the dissolved 

oxygen, and after that the temperature, a better control of 

both of this parameters should be done in order to have 

avoid having experimental error. Temperature is a 

parameter hard to control under greenhouse conditions 

because it can take different ranges during each season and 

during the day, depends on the environment. 

 

There were some differences between the three systems, 

according with the analysis of means and yield of fish 

culture, treatment 1, NFT system was more productive 

comparing wet weight and standard length than treatment 

2, growing bed and treatment 3, soil irrigated with fish 

water. According with the analysis of means of lettuce 

culture, treatment 3, lettuce irrigated with fish water was 

more productive than the other treatments. To explain these 

results are analyzed in detail the requirements and 

nutritional deficiencies in plants, water quality parameters 

and nutrient dynamics presented in the systems. 

II.  CONCLUSIONS 

By getting an average of 198.76 g wet weight in lettuce for 

soil culture system irrigated with water fish, 140.38 g for 

growing in NFT and 112.23 g for inert substrate system. 

Best results were obtained in the soil irrigated with fish 

water. Also the productivity in fish culture showed that the 

most productive system was T1 with an average wet 

weight of 25,228 g and the less productive was the inert 

substrate (T2). 

According to the review that was made about the nutrients 

and its deficiency may be recommended supplement the 

systems because since the early days of culture was 

observed that the lettuce had deficits of some nutrients, 

some evident symptoms. After supplement them would be 

advisable to do further analysis to see if the system 

productivity is affected, or if supplementation does not 

cause any difference. 
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Abstract— This paper presents an implementation 

technique of a high resolution Unipolar Pulse Width 

Modulator (UPWM) for power inverter applications. 

Unipolar switched inverter has the advantage of a 

higher efficiency and lower harmonic distortion. The 

technique was tested in a 2kW inverter with a typical 

LC filter and it was achieved a Total Harmonic 

Distortion below 2%.  Simulations and experimental 

results were performed. The technique was developed 

with the Xilinx System Generator in 

MATLAB/Simulink and it was implemented on a 

System on Chip XC70Z020CLG484-1 Zynq device.   

Keywords—Unipolar Pulse Width Modulation 

(UPWM); Power Inverters; Field Programmable Gate 

Array (FPGA), Total Harmonic Distortion (THD). 

I. INTRODUCTION 

Digital Pulse Width Modulation is the most 
common technique for the control of power 
converters. Several topologies for energy conversion 
performs a high frequency PWM signal used for 
modulate the desired voltage. The output of an ideal 
inverter (DC-AC converter), is a pure sinusoidal 
waveform. However, achieving such waveform with a 
real PWM inverter is difficult due to the high 
harmonic content of the nonlinear switching 
frequency. Typically a low pass filter is used to 
achieve desired THD, but the design of this filter can 
be quite challenging [1]. The THD depends on several 
factors, such as: the filter design, the nature of the 
inverter load, if it is linear or not, the switching 
strategy; and the modulation index.  

II. SINGLE PHASE INVERTER 

The energy conversion from DC to AC uses power 
switching devices such as Metal Oxide 
Semiconductor Field Effect Transistor (MOSFET), 
Insulated Gate Bipolar Transistor (IGBT), and 

recently new high efficiency Silicon Carbide (SiC) 
devices [2]. To improve the efficiency and reliability 
of the traditional inverter (see Fig. 1) several new 
topologies and PWM schemes have been proposed [3-
5]. In digitally controlled H-bridge Voltage Source 
Inverter (VSI) the Sinusoidal PWM (SPWM) is 
classified in two kinds, commonly known as Bipolar 
PWM (BPWM) and on the other hand as Unipolar 
PWM (UPWM).  BPWM is widely used due its 
simplicity, that technique has an equivalent switching 
frequency with the carrier signal. However, the 
UPWM frequency of the output voltage is doubled 
using the same switching frequency [6]. Therefore, 
UPWM reduce the size of the filter elements but 
increase commutation losses due to higher switching 
frequency [7].  

Fig. 1. Tipical voltage source inverter with an LC filter. 

 

It is a known fact that dedicated on-chip hardware 
like ASICs or FPGA devices are not easy to program, 
one of the main disadvantages is the long time 
development required due to hand written code and 
the time-consuming debugging.  In [7] it is presented 
an implementation of a photovoltaic inverter using the 
Xilinx Systems Generator (XSG) with 
MATLAB/Simulink, the authors describe a bipolar 
and unipolar PWM counter based on the use of a rapid 
prototyping approach, an efficient power converter 
can be design in a shorter time.  
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This papers deals with an implementation of a 
UPWM using the XSG. The sinusoidal modulation 
signal and the UPWM have been implemented on a 
XC70Z020CLG484-1 Zynq device. A typical 2KW 
VSI is used for experimental testing. Theoretical LC 
filter design is validated through THD measurements, 
a discus of the main practical aspect of the design of 
the UPWM inverter is carried out. Finally different 
resolutions for UPWM are compared in terms of using 
of FPGA resources and THD measurements.  

 

III. DIGITAL PULSE WIDTH MODULATORS  

Mainly two operating modes are used to achieve 
variable duty, edge aligned and center aligned mode, 
in the edge aligned the left edge of the signal is fixed 
and the railing edge is modulated, as show in Fig. 2, 
on the edge aligned mode the PWM counter is an up-
counter, and the frequency of the PWM ( ݂௪) is given 
by the counter clock frequency (݈ܿ݇) and the 
maximum counter value ( ܲ௫). 

݂௪ = ݈ܿ݇ሺ ܲ௫ − ͳሻ (1)

 

Fig. 2. Edge aligned digital PWM. 

In the center aligned PWM mode, the center of the 
generated pulse are fixed and both edges are 
modulated by a variable duty cycle as shown in Fig. 3, 
commonly a single up-down counter unit and two 
compactors are used to implement a digital PWM. 
The disadvantage of the PWM counter strategy is that 
the nominal resolution depends directly on the 
maximum count value, it is worth notice that for the 
same PWM frequency when center aligned mode is 
used the counter value is the half of the edge aligned 
method, thus this method has lower resolution using 
the same clock frequency.   

݂௪ = ݈ܿ݇ʹ ∗ ሺܲ݉ܽݔ − ͳሻ 
(2)

  

Fig. 3. Center aligned digital PWM. 

So a higher PWM switching frequency gets a 
lower resolution. In order to keep the resolution 
constant for different PWM frequencies, advanced 
Phased Locked Loops (PLLs) components of the 
modern FPGA devices can be used to achieve the 
desired system clock frequency. 

 

IV.  UPWM MODULE  DESCRIPTION   

The proposed scheme (see Fig. 4) were 
implemented in MATLAB/Simulink through the XSG 
toolbox. Once the model is verified by simulation the 
automated VHDL or Verilog code generation can be 
done. This HDL code is synthesized in the Vivado 
Design Suite, then the resulting design is downloaded 
through JTAG interface.  

 

Fig. 4. UPWM gate signal generation. 

The UPWM consist mainly in the generation of 
three signals, a discrete triangular carrier waveform, a 
modulated sinusoidal waveform and a complementary 
signal (−sin ሺ߱ሻ) as shown in the Fig. 5. Then this 
signal are compared in order to generate 

complementary PWM pulses (ܵʹ = ܵͳതതത, ܵͶ = ܵ͵തതത).  

Fig. 5. Discrete modulated signals in the UPWM scheme. 
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The generation of the triangular and sinusoidal 
waveforms are implemented on a Look up Table 
(LUT), see Fig. 6, where the size of the LUT 
waveform is calculates as follows:  ܷܮ ௦ܶ௭ =  ݉ݓ݂݈݇ܿ

(3)

Then the maximum and minimum values of the 
triangular waveform are given by:  ݔܽܯ = ݎ݁݃݁ݐ݊݅ ൬ܷܮ ௦ܶ௭Ͷ ൰ 

(4)

݊݅ܯ = ݎ݁݃݁ݐ݊݅− ൬ܷܮ ௦ܶ௭Ͷ ൰ 
(5)

 

 

Fig. 6. Window properties of the triangle waveform block. 

 

The generation of the modulated sinusoidal 
waveform depends on a Time Base (TB) pulse 
generation, which is used to enable the counter of the 
sine LUT and thus to generate desired modulated 
frequency (ܨ). See Fig. 7.  A free run counter is used 
to compare with the desired TB constant (ܶܤ௦௧). 

௦௧ܤܶ  = ܷܮ݈݇ܿ ௦ܶ௭ ∗ ܨ − ͳ 
(6)

 

 

Fig. 7. Time base pulse generator. 

 

V. DEAD TIME UNIT  

In order to avoid damaging on the switching 
devices it is important to consider ݐ and ݐ of the 

power semiconductors, to prevent a short-circuit a 
dead-band is inserted, a small time in which, both 

upper and lower switches in a bridge leg are turned 
off, see Fig. 8, however the dead-band in practice add 
current distortion and voltage loss [9-10].  The effect 
of dead-band becomes severe when the modulation 
index is small, near the zero crossing modulated 
signals.  

 

 

 

Fig. 8. PWM with dead time insertion. 

 

Fig. 9 shows the subsystems for dead time 
insertion in both legs of the VSI. The dead time 
insertion is made from a circuit that detects rising and 
falling edges and integrates the duration of the pulse, 
and then its compared with a free running counter plus  
dead time constant as shown in Fig. 10, the dead time 
constant (ܦ ܶ௦௧) is calculate as follow to achieve the 
desired dead time (ܦ௧). 

ܦ  ܶ௦௧ = ௧ܦ ∗ ݈ܿ݇ (7)

 

 

Fig. 9. Dead time insertion modules for complementary mode. 
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Fig. 10. Dead time generator subsystem. 

 

VI. LC FILTER DESIGN  

As it is shown in [11], the rms value of the output 
voltage and current harmonics ( ܸ௩, ܫ௩) over one 
period of the fundamental is given by: 

ܸ௩ = ܸܥܮ ݂௪ଶ  ሺ݉ሻܭ
(8)

௩ܫ = ܸܮ ݂௪  ሺ݉ሻܣ
(9)

ሺ݉ሻܭ = ඨ݉ଶ − ͳͷͶ ݉ସ + Ͷͷߨ ݉ହ − ͷͶ ݉ͳͶͶͲ  

(10)

ሺ݉ሻܣ = ඨ݉ଶ − ͳ͵ ݉ଷ + Ͷ͵ ݉ସʹͶ  

(11)

 

Where ܸ௩ and ܫ௩ depends not only on the filter 
values, but also on factors ܭሺ݉ሻ and ܣሺ݉ሻ. This 
gains are function of the modulation index (݉). 

For calculation of optimum value of the 
inductance of the filter, the nominal rms load current 
 is needed, and it also proposes a value of the (௦ܫ)
desired total harmonic distortion of the load 
voltage ܸ௩.  ܮ = ܸ௦ܫ௦ ݂௪ ∗  ݂ܭ

(12)

݂ܭ = ඨ Ͷߨ ݂ଶ
ܸ௩ଶ ݂௪ଶ ሺ݉ሻଶܭ ܸଶ + ሺ݉ሻܸ௩ܭ ܸ 

(13)

ܥ = ܸܫ௦ܭሺ݉ሻܸ௦ ܸ௩ ݂௪݂ܳ 
(14)

݂ܳ = ඨ Ͷߨ ݂ଶ
ܸ௩ଶ ݂௪ଶ ሺ݉ሻଶܭ ܸ ଶ + ሺ݉ሻܸ௩ܭ ܸ  

(15)

VII. EXPERIMENTAL RESULTS  

In order to verify the developed design and filter 
construction, a small 2KW single-phase full-bridge 
IGBT inverter was used, see experimental setup in 
Fig. 16. The experimental setup is shown in Table I.  

TABLE I. EXPERIMENTAL CONDITIONS  

 Inverter characteristics 

DC bus voltage 400 V 

Peak output voltage 179.6 V 

Amplitude modulation index 0.449 

 Switching characteristics 

Modulated frequency 60 Hz 

Frequency modulation index 166 

PWM carrier frequency 9.96 KHz 

Output voltage frequency 19.962 KHz 

 Desired harmonic distortion 

Desired 1.3% ࢜ࢇࢂ  

 LC filter and load 

Filter inductance 0.350 mH 

Filter capacitance 16 μF 

Resistance load 50 Ω 

 

Different PWM resolution design were tested, see 
Table II, the development tools used were MATLAB 
2014a Student version, the XSG 2014.4 and, the 
Vivado Design Suite 2014.4. The settings for the 
HDL code generation used for the synthesis strategy 
were “Flow_PerfOptimized_High” and for the 
implementation strategy were 
“Performance_ExplorePostRoutPhysOpt”. Synthesis 
results are shown in Table III. 

TABLE II.SYSTEM PARAMENTERS OF THE UPWM MODULES  

 Module 

UPWM_50 UPWM_100 UPWM_125 

System Clock 

 (MHz) 

50 100 125 

Resolution  

(Bits) 

12 13 13 

Peak values of the 

triangular carrier 

 (+/-) 

1255 2510 3138 

Dead Time  

(μs) 

1 1 1 

Minimum pulse  

width regulation  

(ns) 

80 40 32 

TABLE III. FPGA RESOURCE USAGE FOR DIFERENT UPWM 

RESOLUTIONS  

Resource 

Utilization 

Available UPWM_

50 

UPWM_

100 

UPWM_

150 

FF 95 101 181 106400 

LUT 140 151 186 53200 

Memory 

LUT 
11 11 11 17400 

I/O 6 6 6 200 

BRAM 6 13 13 140 
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DSP48 10 10 3 220 

BUFG 2 2 2 32 

PLL 1 1 1 4 

 

Voltage and current waveform of the main signal 
of the system  are measured to verify the successful 
implementation of the UPWM inverter. As  can see in 
Fig. 11a the frequency of the output voltage (CH1) is 
doubled using the same switching frequency of the 
PWM signal (CH2), in Fig. 11b and Fig. 11c the 
output waveforms of the voltage before and after the 
filter stage.   

       
(a) (b) 

 

 
(c)  

Fig. 11. a)The doubled frequency  PWM output voltage and the 

PWM modulating signal. b)  The bipolar output voltage of the full 

H-bridge. c) The output voltage of the load. 

Fig 12a, b and c shows the waveforms of the 
current on the inductor, capacitor and resistive load 
respectively.  

    

       
      (a)                                                (b) 

 
(c) 

Fig. 12. a) Current waveform of the inductor. b) Current wavefotm 

of the capacitor. c) Output current waveform of the resitive load.  

 Fig. 13a and b shows the output voltage spectrum 
and the THD measurement respectively, as is 
expected, the first considerable harmonic is on the 
switching frequency of ~20 KHz, but also an another 
group of harmonics appears on the ~10 KHz due the 
dead time insertion.   The THD measurement were 
carried out by a single phase power quality analyzer 
Fluke-43B.  

  
                          (a)                                  (b) 

Fig. 13. a) Frequency spectrum of the output voltage. b) Power 

quality analyzer THD measurement. 

 For the different UPWM resolutions a recording 
of 30 minutes of the THD and rms output voltage was 
made, in order to compare and measure if there is a 
significant difference using a higher PWM resolution. 
The results are shown in Table IV, in Fig. 14 and Fig. 
15 can be seen the trend of the recording data for the 
highest resolution synthesized module.   

 

Fig. 14. Record over a period of 30 minutes of the THD and rms 

output voltage using the UPWM_125 module. 

Fig. 15. Power quality analyzer trend  measurement of the THD 

and rms output voltage using the UPWM_125 module. 
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TABLE IV. TRENDS OF THD AND VRMS MEAUREMENTS 

 THD (%) 

UPWM_50 UPWM_100 UPWM_125 

Minimum 1.1 1.1 0.7 

Average 1.3 1.3 1.2 

Maximum 1.4 1.4 1.7 

 Vrms (V) 

UPWM_50 UPWM_100 UPWM_125 

Minimum 121.3 121.8 120.5 

Average 122.1 122.7 121.5 

Maximum 122.6 123.9 122.8 

 

CONCLUSIONS  

 A UPWM VSI has been implemented successfully 
on a Zynq FPGA using the XSG toolbox with 
MATLAB/Simulink. The LC filter design and THD 
requirement was validated through the measurements 
of a power quality analyzer Fluke 43B. Different 
resolutions of UPWM were tested. The measured 
average THD and RMS voltage over 30 minutes long 
shown a minimal deviation.  
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